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Foreword 

T H E ACS S Y M P O S I U M S E R I E S was first published in 1974 to 
provide a mechanism for publishing symposia quickly in book 
form. The purpose of this series is to publish comprehensive 
books developed from symposia, which are usually "snapshots 
in time" of the current research being done on a topic, plus 
some review material on the topic. For this reason, it is neces
sary that the papers be published as quickly as possible. 

Before a symposium-based book is put under contract, the 
proposed table of contents is reviewed for appropriateness to 
the topic and for comprehensiveness of the collection. Some 
papers are excluded at this point, and others are added to 
round out the scope of the volume. In addition, a draft of each 
paper is peer-reviewed prior to final acceptance or rejection. 
This anonymous review process is supervised by the 
organizer(s) of the symposium, who become the editor(s) of the 
book. The authors then revise their papers according the the 
recommendations of both the reviewers and the editors, 
prepare camera-ready copy, and submit the final papers to the 
editors, who check that all necessary revisions have been made. 

As a rule, only original research papers and original 
review papers are included in the volumes. Verbatim reproduc
tions of previously published papers are not accepted. 

M. Joan Comstock 
Series Editor  P
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Preface 

C H E M I S T S D O E X P E R I M E N T S and make calculations of isotope effects in 
chemical reactions and in photodissociation processes. Other scientists 
are using knowledge of isotope effects to better understand complex phys
ical and chemical systems, such as the earth's atmosphere, planetary 
atmospheres, and interstellar space. This book brings them together and 
showcases some of the recent developments in the area of isotope effects. 
Some of these developments have been pursued in related disciplines; 
results have been published in journals, such as the Journal of Geophysical 
Research and Geophysical Research Letters, that are not necessarily stan
dard reading material for the more traditional chemistry community. The 
material in this book crosses a number of boundaries—experiment-
theory, neutral-ionic systems, very small-intermediate-size systems, and 
basic science-applications. The only restriction is that consideration is 
limited to gas-phase processes. 

Several interesting issues are described both in the overview chapter 
and in the individual chapters in this volume, but it is worth pointing out 
some that receive particular emphasis. 

1. The observation that three-body recombination of Ο and 0 2 in the 
laboratory preferentially forms isotopically heavy in a mass-
independent manner that appears to be related to molecular sym
metry and is undoubtedly related to the observation of enhanced 
heavy 0 3 (mass 50) in the earth's atmosphere. The enhancement in 
the laboratory is surprisingly large (10-15%) for a heavy-atom iso
tope effect. Other large heavy-atom isotope effects have since been 
reported and are discussed. 

2. The interest in accurate knowledge of the isotope effect in the reac
tion of O H with C H 4 (both for 1 3 C and D substitution) for the 
range of temperature appropriate to the earth's atmosphere. 

3. The ability to calculate accurate primary and secondary isotope 
effects for simple chemical reactions by using variational transition-
state theory. 

4. The ability to measure directly and to calculate the branching 
between D- and Η-atom production in the photolysis of molecules 
containing both. 

ix 
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Scientists from the United States, Canada, Israel, Denmark, and Ger
many contributed to this book. Among them, Susan Graul received the 
Division of Physical Chemistry's Nobel Laureate Signature Award for 
Graduate Studies in Chemistry. 
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Chapter 1 

Isotope Effects in Gas-Phase Chemical 
Reactions and Photodissociation Processes 

Overview 

Jack A. Kaye 

Earth Science and Applications Division, National Aeronautics and Space 
Administration Headquarters, Washington, DC 20546 

The origins of isotope effects in equilibrium and non-equilibrium 
chemical processes are reviewed. In non-equilibrium processes, 
attention is given to isotope effects in simple bimolecular reactions, 
termolecular and complex forming bimolecular reactions, 
symmetry-related reactions, and photodissociation processes. 
Recent examples of isotope effects in these areas are reviewed. 
Some indication of other scientific areas for which measurements 
and/or calculations of isotope effects are used is also given. 
Examples presented focus on neutral molecule chemistry and in 
many cases complement examples considered in greater detail in the 
other chapters of this volume. 

The study of isotope effects on the rates and products of chemical processes has 
long been useful in increasing chemists' understanding of the detailed nature of 
chemical reactions. For example, by substituting deuterium (D) for hydrogen (H) 
in a simple bimolecular abstraction reaction, information about the contribution of 
quantum mechanical tunneling to the total reaction rate becomes available. In 
reactions which may occur either by simple abstraction or by a more complicated 
mechanism, such as complex formation followed by dissociation, isotopic 
substitution may help discriminate between pathways. 

While chemists have been studying isotope effects, other scientists have 
been using these measurements to aid in their interpretation of observations of 
isotopic composition of natural systems. By combining observed isotopic 
compositions with knowledge of the rates and isotope effects of each of the 
processes producing and removing a given molecule in a system, one should be 
able to validate one's knowledge of that substance's chemistry in the system. 
Alternatively, if the isotopic composition and either the isotope-specific 
production or loss rates are known, the other may be inferred from the available 
observations using a simple model for that molecule's chemistry. Such analysis 
has been used by scientists as diverse as geochemists, atmospheric scientists, and 
astronomers. Examples from several of these areas will be shown below. 

A number of different types of isotope effects have applications in the 
understanding of detailed chemical mechanisms and of the chemical processes 
which can account for the observed isotopic composition of some substance. 

This chapter not subject to U.S. copyright 
Published 1992 American Chemical Society 
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2 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

These may be broken down into several categories. The first of these are the 
equilibrium isotope effects, in which a difference in isotopic composition in 
reaction reagents and products arises from the free energy difference between 
them. This can occur entirely in one chemical phase or can involve two phases. 
For example, the vapor pressure difference between normal and isotopically 
substituted forms of water (H2O, HDO, H 2 1 8 0 ) leads to observed differences in 
the isotopic distribution of liquid water on the Earth's surface and water vapor in 
the atmosphere (i). For equilibrium isotope effects to hold, the reagents and 
products must remain in close proximity over time scales significandy greater than 
those of the reactions connecting them. Equilibrium isotope effects can usually be 
understood using the techniques of statistical mechanics, as will be summarized 
below. 

Non-equilibrium isotope effects arise when the reagents and products of a 
chemical reaction do not co-exist over time scales long relative to the time scales 
of the reaction. This can typically happen when one of the reaction products is 
itself reactive so that the reaction is essentially irreversible. In a laboratory 
reaction conditions may be established so that only one chemical reaction is under 
study. Many non-equilibrium isotope effects are studied within the framework of 
transition state theory (2). In this theory, statistical mechanical techniques are 
used to relate the reaction rate to the free energies of the reagents and an 
intermediate ("transition") state connecting reagens and products. It is then 
assumed that there is sufficiently rapid exchange between the reagents and the 
transition state that equilibrium statistical mechanics may be used to describe their 
interaction. Such models need to account for more complex dynamical effects, 
however, including quantum mechanical tunneling and the effects of long-lived 
metastable states which may give rise to quantum mechanical dynamical 
resonances. Simple and improved transition state theories have been successfully 
used to study isotope effects in non-complex forming bimolecular reactions. 

For complex forming bimolecular reactions, more complicated theories must 
be used to study isotope effects. These usually are based on the Rice-
Rampsberger-Kassel-Marcus (RRKM) theory, a variant of transition-state theory 
which relates the reaction rate to the properties of reagents and products and some 
critical configuration between them (3). This theory allows for the determination 
of both pressure and temperature dependence of the reaction rates and, with 
inclusion of appropriate intermolecular force information, the dependence of the 
reaction rate on the collision partner (third body). Most such studies have been 
carried out for perdeuteration of radical-radical recombination reactions, although 
attention is starting to be paid to reactions involving substitution for only one 
atom. Some important atmospheric reactions involve reaction of a radical and a 
stable molecule which can form a long-lived complex and must thus be studied 
with an RRKM-type theory. 

One type of isotope effect which has recently become known is a symmetry-
related one, which is not simply understood in terms of transition state or R R K M -
type theories. This was first observed in the gas phase formation of ozone (O3) 
in the recombination of atomic oxygen (O) and molecular oxygen (O2) (4). In 
this case, the rate of formation of partially isotopically substituted ozone (for 
example, mass 50, formed by the combination of two ^ O and one 180 atoms) 
was found to be faster than that of unsubstituted (mass 48) ozone. Similar but 
weaker isotope effects have been formed in the recombination reactions of Ο with 
carbon monoxide (CO) to form carbon dioxide (CO2) and of sulfur pentafluoride 
(SF5) to form disulfur decafluoride (S2F10) (4). The origin of these isotope 
effects is still not clearly understood, and there is no accurate quantitative theory 
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1. KAYE Isotope Effects in Gas-Phase Chemical Reactions & Photodissociation 3 

which explains the observations. The enhanced formation of partially substituted 
ozone is apparently intimately associated with the observation of enhanced 
amounts of monosubstituted ozone ( ^ 0 3 , ^^03) in the Earth's stratosphere (5). 

There are also isotope effects in the photodissociation of small molecules. 
These can arise from several different mechanisms. First, the shift in energies of 
vibrational and rotational states of both the ground and electronically excited states 
of a molecule means that there will be a shift in the energy of transitions 
connecting specific ground and excited state levels on isotopic substitution. If 
isotopic substitution results in a loss of symmetry, certain transitions not allowed 
in the unsubstituted molecule may become so in the substituted form, meaning 
that the substituted form may have additional absorptions not found in the normal 
molecule. This is the case for atmospheric photolysis of ^k>2 (=^^0^0), 
which unlike 32θ2(=16θ16θ) is not restricted to only odd rotational states in the 
ground state, and thus has twice the number of transitions in the Schumann-
Runge band region (6). Symmetry considerations may also affect product state 
distributions in photolysis of polyatomics, such as that of ozone, in which there 
are more rotational states available to than ^Ό>2 in the photolysis of the 
asymmetric isomer of 5 0 O 3 ( = 1 6 O 1 6 O 1 8 O ) (7,8). Finally, there are other 
dynamical isotope effects, in which isotopic substitution seems to affect the 
energy flow within the photolyzing molecule (e. g. H O N O vs. D O N O (9), 
perdeuteration of methanol ligands in methanol clusters of chromium 
hexacarbonyl (10)). 

While much of the interest here is on the magnitude of the isotope effect on 
the rate of a chemical reaction, the branching among competing channels for 
reactions involving isotopic substitution is also important. For example, in 
attempting to understand the 180 distribution of atmospheric C O (77), it is 
important to understand not only the relative rates of its reaction with hydroxyl 
( O H ) for normal C O ( = 1 2 C 1 6 0 ) and 180-substituted C O (12,13), but whether or 
not O-atom exchange can occur in otherwise non-reactive collisions (14). 

The recent increase in attention paid to isotope effects, especially non-
equilibrium ones, has arisen from several factors. First, improvements in both 
experimental and computational techniques have meant that many questions about 
the effects of isotopic substitution on the rates and products of chemical reactions 
are now answerable for the first time. Second, increased observations of the 
isotopic composition of constituents in natural systems has meant that there is 
now increased need for accurate knowledge of these isotope effects. This is 
especially true for information on heavy-atom isotope effects ( ^ C - ^ C , ^ N -

1 6 O - 1 8 0 , 3 2 S - 3 4 S ) . Third, the identification of large (several to greater 
than 10 percent) symmetry-related isotope effects has opened up a new area of 
research for chemical scientists. 

In the remainder of this overview, these different isotope effects in gas 
phase processes are surveyed, with applications, primarily in the area of 
atmospheric chemistry, to be addressed later in this volume being highlighted. 
Much of the basic material on this subject has been discussed in a previous review 
article (75), and is only briefly outlined here. Most of the examples cited here 
will be recent data not available during the preparation of the previous article. 
Examples are given for neutral systems; isotope effects in ion-molecule collisions 
are explored in three chapters of this book (76-75), and their applications to 
chemistry in interstellar space are explored in another (79). 
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4 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Equilibrium Isotope Effects 

For chemical reactions involving exchange of isotopes between molecular 
species, the equilibrium isotope effect is given by the reaction's equilibrium 
constant. Using the schematic representation 

A X + B Y - + A Y + B X (1) 

one has in the usual notation (for pressure or concentration) 

Keq = [AY][BX]/([AX][BY]) (2) 

and in statistical mechanical notation 

Keq = [QAYQBX/(QAXQBY)]exp(-AV/kBT) (3) 

where Qi is the partition coefficient of species i with the zero of energy at its 
classical equilibrium potential and AW being the change in classical equilibrium 
potential energy in the reaction, which has the form 

AV = Ve^Y + V e ,BX - V e ^ x - V e 3 Y (3a) 

The calculation of the partition functions based on molecular information (bond 
lengths, bond angles, vibrational frequencies, etc.) is straightforward using 
standard techniques. The major quantum mechanical contribution to the 
equilibrium constant comes from the vibrational component of the partition 
functions, which under the harmonic approximation has a form exp(-hZvij/2kBT) 

for each species (where kB is used for Boltzmann's constant), where vij is the ith 
vibrational frequency of molecule j and the sum runs over all vibrational 
frequencies in molecule j . This term corresponds to the zero-point energy in each 
vibration. The overall vibrational contribution to the equilibrium constant will 
thus be of the form 

Keq(vib) = exp{-hc[Z(vi,AY - v i , B X ) - K v f , A X - vi',BY)]/2kBT} (4) 

where the summation is over the vibrational frequencies ny or ni'j for modes i or 
i ' of species j . The indices i and i ' are shown as being different in order to 
emphasize that the number of vibrational degrees of freedom in molecules A Y and 
A X need not be the same. From this equation one can see that the position of the 
equilibrium will depend on the relative vibrational frequencies of the reagent and 
product molecules. Further, the equilibrium constant will tend to be more non-
statistical at low temperatures. 

Applications of equilibrium statistical isotope effects have been made in 
various types of applied problems. For example in understanding the D/H 
distribution in methane-hydrogen mixtures, one must consider the isotope 
fractionation between the two molecules CH4 + HD —» CH3D + H2 (5) 

Accurate calculations of the equilibrium constant for this reaction show that large 
deviations from the statistically expected value are found at low temperatures, but 
that at higher temperatures the deviation becomes quite small (20). The 
fractionation expected for this system in the deep atmospheres of the outer planets 
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1. KAYE Isotope Effects in Gas-Phase Chemical Reactions & Photodissociation 5 

has been extensively studied. The equilibrium constant for this reaction, 
commonly known as the fractionation factor, is important if one is to infer the 
relative abundance of H and D in the planet's atmosphere from observation of 
CH3D and CH4 rather than the far more abundant HD and H2. Calculations 
based on thermochemical equilibrium assumptions suggest a ratio of 
approximately 1.37 at the high temperatures of the deep Jovian and Saturnian 
tropospheres where isotope exchange between CH4 and H2 may be sufficiently 
rapid that equilibrium holds (27). 

Equilibrium isotope effects are also expected in phase change processes, 
such as the evaporation of water, and their magnitudes are related to the free 
energy difference between the liquid and gas phases (22). This is very much a 
function of the zero-point energy difference associated with isotopic substitution, 
which explains why the vapor pressure isotope effect for HDO is some 8 times 
thatofH2 1 8 0, even though the mass difference from unsubstituted water is 
larger in the latter. The effects of the differences are observed in both 
tropospheric (23) and stratospheric (2425) water vapor as well as in precipitation 
(26). 

Non-Equilibrium Isotope Effects 

Simple Bimolecular Reactions. The basic transition state theory approach 
for the rate of non-complex forming bimolecular chemical reactions relates the 
reaction rate (k r ate) to the partition function of the reactants ( A , B ) and transition 
state ( A B * ) of a reaction 

A + Β - » A B * -» Products (6) 

by the expression 

krate = <IcBT^)[C^AB/(QA*B)]exp(-AV^/kBO (?) 

where Q * A B ^ d Q A are partition functions for the transition star**, and species A , 
respectively (with zeros of energy being their classical equilibrium energies), Φ β 
is the partition function per unit volume of species Β with its zero of energy at its 
classical equilibrium energy, and A V * is the change in classical equilibrium 
energy in proceeding from the reactants to the transition state (2728). In eq. (7), 
κ is a dynamical correction factor needed to account for the neglect of tunneling 
and the assumption that all reactions which "pass over the transition state" lead to 
chemical reaction (2). 

Isotopic substitution affects many of the terms in eq. (7). First, it can have 
an effect on the A V * term, especially since the effect of isotopic substitution is 
usually less (per vibrational degree of freedom) in the transition state than it is in 
the reactant molecule. There will also be an effect on the partition coefficients 
(translational, rotational, and non-zero-point vibrational parts). Finally, the 
dynamical correction factor κ will also be isotope-dependent. This will be 
particularly true for light atom substitution (e. g. D, Τ, μ, for H) when it is the 
light atom which is being transferred between groups in a reaction of the type 

X + H Y -> H X + Y (8) 
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6 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

In that case, there can be appreciable differences in the tunneling probabilities for 
H, D, T, and μ. There can also be changes in the kinematics of the reaction due 
to the mass change; for example in the Η-atom exchange reaction 

substitution of μ or Τ for the central Η makes the reaction almost a prototypical 
heavy-light-heavy and light-heavy-light reaction. This changes the dependence of 
the reaction probability with translation^ energy (which is the fundamental 
quantity behind K); if there are low-energy dynamical resonances in a reaction, 
isotopic substitution can have a major affect on their structure as well (29). 

Most of the studies of isotope effects in bimolecular reactions have focused 
on D-H substitution. Two recent examples of these relevant to atmospheric 
chemistry include the reactions of H2 with Ο and OH: 

The former is nearly thermoneutral and has a large (approximately 10 kcal/mole) 
barrier to reaction, while the latter is strongly exothermic and has a much smaller 
barrier to reaction. Isotope effects for reaction (10) have been measured by 
Gordon and co-workers (30-32), while that of reaction (11) has been measured 
by room temperature by Ehhalt et al. (33); reaction rates of OH with E>2 have been 
measured by various groups in the past as well (34). 

In both cases, reaction with H2 is faster than HD; the fractionation factor 
(ratio of rates with H2 to HD) is approximately 1.5 for reaction (10) (30) and 
1.65 for reaction (11) at the measured temperatures. Intramolecular kinetic 
isotope effects were also measured for reaction (10), showing that reaction to 
form O H is favored over that forming OD by an amount which increases from 
2.4±0.3 at 500K to 16.0±2.2 at 339K (31). At high (400-500K) temperatures, 
there is good agreement between the observed branching ratios and those 
calculated using theoretical techniques including tunneling (35,36), but at low 
temperatures (339K), the observed HD/DH branching ratio exceeds the calculated 
one by a factor of two. 

Two other simple reactions for which isotope effects have been measured 
are 

For the former, the room temperature isotope effects (37) could be well 
reproduced by transition state calculations, but the activation energies could not 
(the observations found an activation energy for the D + DBr reaction to be twice 
that for H + HBr, which could not be obtained with the calculations). In the latter 
reaction, the isotope effects for the H- and D-substituted reactions could be 
reproduced by the calculations (38), but the results of experiments involving 
muonium substitution, especially the observation of a negative temperature 
dependence, could not (39,40). 

There have been far fewer measurements of heavy atom isotope effects in 
simple chemical reactions. Perhaps the best studied such reaction is that of O H 
with CH4 

H + H2 -> H2 + H (9) 

Ο + H2 -> OH + Η 
OH + H2 -> Η 2 θ + Η 

(10) 

(H) 

Η + HBr -> Br + Η2 
Η + Br2 -> HBr + Br 

(12) 
(13) 
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1. KAYE Isotope Effects in Gas-Phase Chemical Reactions & Photodissociation J 

OH + CH4 -> H2O + CH3 (14) 

for which the ratio of the rates of reaction with * 2 C H 4 to l^CrLj. w a s f ° u n d t 0 be 
1.0054+0.0009 over the temperature range from 273-353K (41,42). A detailed 
theoretical treatment of the isotope effect of this reaction has recently appeared, 
also suggesting little or no temperature dependence for the ratio of reaction rates 
(43). The observed isotope effects are important in understanding the D/H 
content of atmospheric methane (42). It is worth noting that the HQA3Q isotope 
effect in this system is probably better understood than the larger D-H isotope 
effect (44). 

Complex Forming Bimolecular and Termolecular Reactions. Most of 
the early experimental work on termolecular reactions involved perdeuteration of 
one or both active reactants (75), while there have been some measurements of 
isotope effects in singly-substituted complex forming reactions. These have 
included experimental studies of D/H substitution in the reaction (45) 

C(*D) + H2 -> C H + H (15) 

and theoretical studies for the reaction (46) 

0 ( 1 D ) + H 2 ^ 0 H + H (16) 

and for 1 2 C / 1 3 C and 1 6 0 / 1 8 0 substitution in the reaction (12,13) 

CO + O H - > C 0 2 + H (17) 

There has been a greatly enhanced consideration of D/H substitution in 
complex-forming reactions in recent years. One of the more complete studies 
(47) has been of the reaction D + CH3 <-» CH3D* -» CH3D, H + CH2D (18) 
and the comparison of its rate with that of the unsubstituted one 

H + CH3 <-> CH4* -> CH4 (19) 

The D-substituted system is more complex than the unsubstituted one 
because of the possibility of a slightly exothermic H/D atom exchange, forming 
the CH2D + H product channel in addition to the 3-body recombination process 
forming CH3D. The dynamics of the two reactions differ because of the 
existence of this additional channel, which means that (18) will be in its high 
pressure limit at low pressures where (19) is still in its falloff region. The ratio 
(approximately 0.4) of the rate of disappearance of D in (18) at room temperature 
(1.88±0.1 l x l O " 1 0 ) cm3 molec"1 sec - 1 at 200 torr) to that obtained for H loss in 
(19) by extrapolating to the high pressure limit (4.7x10"^ cm^ molec"! sec~l) is 
significantly smaller than suggested by both transition state (approximately 0.7) 
and microcanonical R R K M theories (0.7-0.8) (47). The problem is not likely due 
to tunneling and could be due to differences in vibrational coupling between CH4 
and CH3D. 

One termolecular reaction for which there have been several recent studies 
of the effects of isotopic substitution is 

O H + NO2 + M -> HNO3 + M (20) 
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8 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

for which studies involving both D- (45,46) and ^OH-substitution (14,47) have 
been carried out. No significant D/H isotope effect was found for reaction (20); 
Smith and Williams found the ratio of the rates with O H to that with OD to be 
0.99±0.17 at 298K and 18 torr Ar (45), while Bossard et al. found the ratio at 
room temperature to be unity within experimental error over a range of pressures 
throughout the falloff region in He, N2, and SF6 (46). 

By use of 180-substituted OH in reaction (20), an additional product 
channel (O-atom exchange) becomes available, analogous to the D-atom exchange 
channel in reaction (18). If one assumes that O-atom exchange will take place in 
2/3 of the complex-forming collisions between 1 8 O H and Ν θ 2 , the loss rate for 
1 8 O H in this system will correspond to 2/3 of the high pressure limiting rate for 
the recombination reaction (14). Comparison of the rate thus inferred agreed with 
that obtained by extrapolation of the temperature dependence by several groups 
but not with the value inferred from vibrational deactivation of OH(v=l) by NO2 
(14,45). In the latter technique, it is assumed that vibrational deactivation is very 
rapid in complex-forming reactions, so that the rates of the two processes are then 
simply related. 

In addition to these studies of isotopic substitution in complex-forming 
radical-radical reactions, there have also been several recent studies of isotopic 
substitution in radical-molecule reactions. For example, in the reaction 

perdeuteration caused there to be a minimum in the reaction rate near 323K which 
is not found in the unsubstituted reaction (48). At room temperature the isotope 
effect (ratio of the rates of the unsubstituted and perdeuterated reactions) is 
approximately 11. The existence of a minimum in the recombination rate for the 
perdeuterated version of (21) suggests that there are two competing mechanisms -
a complex-forming/dissociation process at low temperatures, and a direct 
abstraction reaction at high temperatures. The existence of an apparent abstraction 
pathway was not clear from the observations of the rate of (21). The origin of the 
large room temperature isotope effect and the quantitative origins of the differing 
temperature dependences of these reactions are not yet understood. 

A second radical-molecule reaction for which the effect of D/H substitution 
has been studies over a range of temperature is 

where, in particular, early work on the unsubstituted reaction was been 
supplemented by recent work on the reaction of both C H and CD with D2 over a 
broad temperature range (49). There has also been a set of theoretical calculations 
of the various D/H isotope effects in this system (50). In the C H + D2 reaction, 
there is a rapid isotope exchange channel, forming CD + HD, which leads to 
removal of CH. An approximately linear Arrhenius plot is found for the 
temperature range from 298-1260K. For the CD + D2 reaction at 100 torr, on the 
other hand, a minimum is found near 500K, again demonstrating two competing 
mechanisms - an endothermic addition-elimination channel and a complex 
stabilization which dominates at the low and moderate temperatures typically 
studied in laboratory experiments. 

Effects of single and multiple deuteration have also been investigated in the 
reaction of C H with H C N (57) 

O H + HNO3 -> H2O + NO3 (21) 

C H + H2 <-> CH3* -> CH3, CH2 + H (22) 

C H + H C N -> H2CCN* -> H + H C C N (23) 
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1. KAYE Isotope Effects in Gas-Phase Chemical Reactions & Photodissociation 9 

A l l four possible H-D isotopic combinations of (23) have been studied (CH 
+ H C N , C H + D C N , CD + H C N , CD + DCN), with the rate constant varying 
within 20 percent of the average of the rates for the four reactions. C H + H C N is 
the slowest, while CD + H C N is fastest, with C H + D C N being a close second. 
The ratio of the rate of the perdeuterated reaction to that of the unsubstituted one 
is similar to that in the C H + H2 system. The mixed isotope reactions are 
believed to be fastest because of the existence of a D/H exchange reaction, 
especially at temperatures above 475K. At lower temperatures, the dominant 
pathway is formation of H + H C C N . 

Several other radical-molecule reactions for which the effects of D-H 
substitution are recently studied are reviewed in the article by Wine et al. in this 
volume (52); in addition, the effect of isotopic substitution on the reaction of CH3 
with H2 is discussed in (18). 

Symmetry-Related Isotope Effects. A new isotope effect recentiy 
discovered is that which is believed to be related to issues of molecular symmetry 
in that reactions in which one of two or more like atoms undergoes isotopic 
substitution, the rate becomes enhanced. If an isotope effect is truly symmetry-
related, its magnitude will be mass-independent Thus, for atoms such as 
oxygen, for which there are three stable isotopes (^^O, ^ O , 18o), the magnitude 
of a symmetry-related isotope effect will be the same for both Π Ο and 1 8 0 
substitution. This is in contrast to usual mass-dependent isotope effects, such as 
discussed in the above sections, for which one might expect the isotope effect for 
1 7 0 to be roughly half that for 1 8 0 . 

The reaction for which the largest symmetry-related isotope effect has been 
observed is formation of O3 from Ο and 02: 

0 + 02 + M - > 0 3 + M (24) 

The symmetry relationship of the isotope effect was first noted by Heidenreich 
and TTiiemens (53), who found that the deviation of the amounts of and * 8 0 
in ozone formed in a discharge from that expected based on normal abundance 
was the same, rather than the 2:1 ratio for ΐ 8 θ : ^ ο expected for normal isotopic 
fractionation. Much of the early interest in this work stemmed from the 
demonstration that chemical processes could produce mass-independent isotopic 
fractionation in oxygen. Previously mass independent fractionations were 
observed in meteoritic samples and were attributed to nucleosynthesis because no 
known chemical processes could produce them (54). The relationship between 
the mass-independent fractionation and the isotopic anomaly in meteorites has not 
been firmly established, however. 

Following this discovery, there have been numerous laboratory experiments 
aimed at characterizing the isotope effect and its dependence on method of 
preparation of O, temperature, and pressure. The groups of Thiemens and 
Mauersberger have been especially active in these areas. Contributions of these 
groups to this issue are included in this volume (4£). It is worth noting that the 
isotope effect can be quite large - in excess of 10 percent under appropriate 
conditions. The symmetry-relatedness has been clearly demonstrated in several 
experiments, including the use of isotopic labeling to show that formation of 
mass-51 ozone ( 1 6 0 - 1 7 0 - 1 8 0 and its isomers), which consists only of 
asymmetric molecules, is the fastest of all ozone isotopomers (55), and the use of 
laser spectroscopy to show that the bulk of the enhancement of production of 
mass-50 ozone is in the asymmetric isomer (56). These experiments are 
discussed more fully elsewhere in this volume (4,5). 
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10 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Additional reactions which have been shown to have "not-strictly-mass-
dependent" isotope effects are 

The magnitude of the isotope effect decreases from (24) through (26), which goes 
along with the inverse of the density of states of the polyatomic complex first 
formed in the recombination reactions. Some of the qualitative ideas of the 
origins of the isotope effect suggest that the magnitude of the isotope effect 
should be inversely correlated with the density of states (4£). In reactions (25) 
and (26), the isotope effects are not equal for the different mass atoms involved 
(17O-18Q in (25), 3 3 S - 3 4 S in (26)), leading to mass-dependences which are 
neither strictly mass dependent (having the usual 2:1 ratio) or mass independent 
(having equal ratios). 

It should be emphasized that there is no quantitative theory for the origin of 
these isotope effects. There is, in fact, considerable controversy about their 
origins and magnitudes. For example, on the basis of a theory for the isotope 
effect in reactions (24) and (25) Bates (57) recently questioned many of the 
observed isotope effects, interpreting them as artifacts of the experimental 
procedures. A clear understanding of the origins of the isotope effects in these 
systems is needed. 

Two other systems for which symmetry related isotope effects have been 
recently reported are the formation of O4+ in the collision of O2 and θ 2 + (58) 
and of CS2" in collisions of Rydberg atoms and CS2 (59). Quantitative 
explanations of these phenomena are not yet available, either. 

Photodissociation Processes. There are several different ways in which 
isotopic substitution can influence a molecule's photodissociation. First, isotopic 
substitution can lead to a shift in the absorption spectrum of a molecule. Early 
work in this area, especially on the effects of perdeuteration on ultraviolet 
absorption cross-sections, has been reviewed previously (15). More recently 
there have been studies on the wavelength shift in going from 4 8 0 3 to 5 4 θ 3 
(60,61). In the recent study (61) of Anderson et al. on the effect of isotopic 
substitution on the position of the Wulf bands in ozone, shifts of +30 to -50 13 
cnr 1 were observed (for a transition centered at approximately 9990 cnW). 
Second, isotopic substitution can lead to the removal of symmetry restrictions on 
molecular wave functions, allowing for the occurrence of transitions which 
cannot occur in the unsubstituted molecule. An example would be the allowance 
of odd rotational levels in the ground electronic state of 16()18θ not permitted in 
16Q16O by the Pauli Principle (6). This can affect not only the ultraviolet 
absorption of O2, but it can affect branching in the photodissociation of O3 
because O2 is a product of O3 photolysis (7,8). Third, isotopic substitution can 
affect line intensities in individual absorption spectra. In the case of 16θ1ί$ο, 
transitions corresponding to those in 1^01^0 may differ in intensity by as much 
as 40% in the Schumann-Runge band region (62). 

Substantial recent attention has gone into the study of isotope effects on 
branching ratios in photodissociation processes where there are two or more 
product channels. For example, in photodissociation of simple iodides, the 
iodine atom can be formed in either its ground (2P3/2> abbreviated I) or excited 
( 2 pl/2> abbreviated I*) states. It is of interest how the branching ratio (I/I*) is 

0 + CO + M - > C 0 2 + M (25) 

SF5 + SF5 + M -» S2F10 + M (26) 
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1. KAYE Isotope Effects in Gas-Phase Chemical Reactions & Photodissociation 11 

affected by isotopic substitution in the rest of the photolyzing molecule. Such 
substitution can provide an important test of models of photodissociation because 
in the Born-Oppenheimer approximation the potentials governing the photolysis 
should be independent of isotopic substitution (63). Thus, a model (including 
dynamical model and potential surface) which simulates the branching in the 
photodissociation of one iodide should also work in that of the substituted one. 

For example, in the photolysis of HI and DI, calculations (64) showed that 
in the frequency range from 35000 to 40000 cm~l, the I*/I branching ratio in HI 
photolysis exceeds that for DI, while at higher energies ( > 40000 cm"1), the 
branching ratio is higher in DI photolysis. These calculations agree with several 
experimental results. A more detailed explanation of the origin of these effects is 
given in the article by Shapiro in this volume (63). 

The situation is significantly more complex in the photolysis of CH3I and 
CD3I, however. Calculations suggest that the relative I*/I ratios for the two 
molecules may vary with wavelength - the I* yield from CD3I was found to be 
smaller than that of CH3I at 248 nm but to be larger at 266 nm.(65). Comparison 
of calculated results to experiments is complicated by the range of experimental 
values for the I*/I branching ratio, especially for CH3I at 248 nm. In general it 
appears that experiments show more formation of I* in the photolysis of CD3I at 
this wavelength. It has recently been suggested (66) that models for I*/I 
branching in CH3I photolysis must include bending modes. These have not been 
included in most models, which treat CH3I photodissociation as a collinear, quasi 
triatomic process (H3-C-I). 

Another type of branching which has been extensively looked at in recent 
years is D-H branching in photodissociation of molecules containing both atoms. 
Experiments have been done on both ground vibrational states and vibrationally 
excited molecules. Experiments on ground vibrational states are summarized in 
the chapter in this volume by Katz and Bersohn (67). Molecules studied to date 
include HDO, CHDO, HCCD, and various D-containing isotopomers of CH4. 
A l l of the molecules studied to date have preferential formation of H on photolysis 
(after accounting for the number of D and H atoms in the parent molecule). The 
reason for a given isotope effect differs from molecule to molecule, however. 
Among the factors which affect D/H branching are the nature of the initially 
excited state (bound or repulsive), the difference in zero-point energy between the 
two isotopomers, and the relative rates of radiative decay, internal conversion, 
and intersystem crossing (67). Theoretical pictures have been developed to 
facilitate studies of branching in photodissociation (63,68,69), and, in the case of 
photolysis of HDO at 157 nm, there is excellent agreement between the calculated 
(69) and measured (70) D/H branching ratios as well as the absorption cross 
section for HDO, D2O, and H2O. 

The theories also examine the effects of reagent excitation and suggest that 
isotope-specific photodissociation can be performed for a variety of molecules 
(68-70) if the reagent molecules are appropriately excited. In an early 
demonstration of this effect, Vander Wal et al. (71) excited HDO to the V0H=4 
state and photolyzed the resulting molecule at 266.0,239.5, and 218.5 nm. They 
obtained preferential formation of OD at 266 and 239.5 nm, with the OD/OH ratio 
being greater than 15. At 218.5 nm, on the other hand, the OD/OH ratio was 
unity within experimental error. More recently, preferential formation of OD in 
the photodissociation of HDO excited to the V0H=1 state was also observed (72). 
In this experiment, the OD/OH ratio for photolysis at 193 nm was greater than or 
equal to three. Calculations for photodissociation of HDO excited to several 
different vibrational levels are summarized by Shapiro (63) in this volume. Also 
in this volume are calculations reviewing strategies by which internal excitation 
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12 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

can be used to selectively photolyze a variety of isotopically-substituted molecules 
(73). 

Such processes may be useful on a commercial scale. For example, Zittel 
and Wang (74) recently carried out two-step laser photodissociation of OCS over 
a range of temperatures (296-150 K) to enrich sulfur and oxygen isotopes. In 
these experiments, the 2v2 state of OCS was first populated prior to 
photodissociation at 249 nm. The enhancement factor for 33s and may be 
sufficient that the photolytic process could compete with currently used 
enrichment processes on the basis of economics, but numerous cycles would be 
needed in order to enrich oxygen or carbon isotopes. It is possible that the use of 
more highly excited intermediate levels would improve the efficiency of the 
process, however. 

Summary and Conclusions 

The study of isotope effects in gas phase chemical reactions and photodissociation 
processes can play an important role in improving our understanding of how they 
occur on a molecular scale. They can also provide quantitative information which 
can be used to test our understanding of various chemical and physical systems, 
especially those in the Earth's atmosphere and in various extraterrestrial 
environments (comets, planetary atmospheres, interstellar space). This is true not 
only for D/H substitution, as has been carried out most extensively, but also for 
heavy atom substitution as well. Improvements in measurement capability for 
both isotope effects in reaction rates and for the isotopic content of real systems 
have made the quantitative study of isotope effects more important than 
previously. 

As a result of these studies, some interesting surprises have arisen. For 
example, the enhancement in heavy ozone in the stratosphere appears to be related 
to the enhanced formation of heavy ozone in the laboratory, although the 
mechanism of both processes is not well understood. These effects were 
completely unexpected, especially the presence of large (> 10%) heavy atom 
isotope effects for ozone formation. There is also the possibility that bond-
selective photodissociation in isotopically substituted molecules may provide new 
methods for isotope enrichment, which could have commercial applications. 

Although much of this overview has emphasized the areas in which there is 
disagreement between theory and experiment, the progress in both experiments 
reactions and photodissociation processes has been substantial in the recent past. 
Continued advances in experimental and theoretical techniques may provide for 
further improvements in our ability to address these issues and to help verify 
models of complex physical and chemical systems. 

Acknowledgments. I thank two anonymous reviewers for helpful comments 
on this manuscript and Rose Brown for her assistance in the preparation of 
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Variational Transition-State Theory 
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in Reactions Involving Methane and Chloromethane 
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This article has two parts. The first provides an overview of 
variational transition state theory with multidimensional 
semiclassical ground-state transmission coefficients. The second 
provides an update of recent applications to three secondary 
deuterium kinetic isotope effects in gas-phase C1 reactions, in 
particular. 

H + CD3H --> H2 + CD3 

*Cl- + C D 3 C l --> CD3 *Cl + Cl

-and 
*Cl(D2O) - + C H 3 C l --> CH3*Cl + Cl(D2O)-

where *Cl denotes a labeled chlorine atom. 

Molecular modeling techniques have allowed for significant progress in the 
quantitative treatment of kinetic isotope effects (KTEs) for atom-diatom reactions. 
Both accurate quantum mechanical calculations and generalized transition state theory 
approaches have been used, and the former have been used to test the latter (7-9). 
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2. TRUHLAR ET A L Variational Transition-State Theory 17 

Some critical tests against experiment are also available (for one especially relevant 
example see 10). The extension of accurate molecular modeling techniques for the 
chemical dynamics of gas-phase reactions from atom-diatom collisions to polyatomic 
collisions is a challenge addressed in the present chapter. Our own work in this area has 
been focused on the generalized transition state theory approach in which quantized 
variational transition state theory, in particular in either the canonical variational theory 
(CVT) or improved canonical variational theory form (11-16), is combined with a 
transmission coefficient based on multidimensional semiclassical tunneling calculations 
and the ground-state transmission coefficient approximation (13-20). The present article 
reviews some of our work for the following set of Ci reactions: 

Reaction Rgfgronççs 
(RI) H + CH4 -> H2 + CH3 (21-29) 
(R2) *Cf + CH3CI -> CH3*C1 + CT (30-34) 
(R3) *Cl(H 2Or + CH3CI -> CH3*C1 + CKH&Y (31-34) 

Note that CI denotes a labeled chlorine atom. We will discuss secondary deuterium 
KIEs for CH3/CD3 isotopic substitution in reaction Rl (27) and R2 (30J2-34) and 
secondary deuterium KIEs for H2O/D2O substitution in R3 (32-34). Although the 
original papers consider a wide range of temperatures in all cases, we restrict our 
discussion here to 300-700 Κ for Rl and to 300 Κ for R2 and R3. We have also 
calculated secondary deuterium KIEs for CH3/CD3 substitution in the reverse of Rl 
(27), in D + CD3H ->HD + CD3 (27), and in R3 (32-34) and for both CD3 and D2O 

substitution in the reaction of *C1(H20)2~ with CH3CI (31-33), but that work is not 
reviewed here. Similar techniques have also been applied to calculate rate constants for 
three other reactions of methane, Cl + CH4 -> H Q + CH3 (29), OH + CH4 -» H2O + 
CH3 (55), and CF3 + CH4 -» CF3H + CH3 (36), but secondary KIEs have not been 
calculated yet for these reactions. We have also calculated primary kinetic isotope 
effects for reactions Rl (23) and CF3 + CH4 -> CF3H + CH3 (36), but these will not 
be discussed here. 

An important lesson of the work reviewed here is that interpretations of kinetic 
isotope effects based on conventional theory are often not borne out by the more 
complete treatments, which are the focus of this review. We will start out by reviewing 
the conventional theory, and then we will contrast it to the improved theory. 

Conventional theory 

Kinetic isotope effects are usually interpreted in terms of conventional transition state 
theory (TST, 37-39), and tunneling is typically invoked only to explain "anomalous" 
(large) KIEs. The TST rate expression is 

k - w ^ e - V A " - (1) 
h φ κ 

where κ is the tunneling transmission coefficient (often set equal to unity), σ is a 
symmetry factor (number of equivalent reaction paths), ic is Boltzmann's factor, Τ is 
temperature, h is Planck's constant, Q* is the transition state partition function with the 
zero of energy at V* and one degree of freedom (the reaction coordinate) fixed, is 
the reactant partition function with zero of energy at classical equilibrium for reactants, 
V* is the saddle point potential energy with the zero of energy at classical equilibrium 
for reactants, and R is the gas constant All symmetry factors are omitted from 
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18 I S O T O P E E F F E C T S I N G A S - P H A S E C H E M I S T R Y 

rotational partition functions Q* and but are included in σ. The per-site KIE is 
defined as 

η = Μ * Ρ . (2) 
σ Η / σ ϋ 

where kn denotes the rate coefficient for the unsubstituted reactants, and ko denotes the 
rate coefficient when one or more H is changed to D. It is informative to factor η values 
calculated from (1) as 

where the tunneling contribution is 

and the conventional TST KIE is 

(5) 

If tunneling is included in conventional TST treatments it is almost always treated as 
one-dimensional. Then — 1 for secondary KIEs in most organic reactions since 
this kind of substitution usually has only a small effect on the reduced mass for motion 
along the reaction coordinate; however in some cases participation of secondary (i.e., 
non-transferred) hydrogens in the imaginary-frequency normal mode at the saddle point 
has been invoked in order to use conventional TST to explain anomalously high 
secondary KIEs that have been observed experimentally (40-42). (In conventional one-
dimensional models, participation of such secondary hydrogens in the reaction 
coordinate is necessary in order to give a significant isotopic dependence to ic) 

In practice one assumes that rotations and vibrations are separable. Then η* may be 
further factored into translational, rotational, and vibrational contributions: 

Ά* = ^trans^rot^ib- ( 6) 

The traditional way to interpret α-deuterium KIEs in SN2 reactions focuses on the 
vibrational contribution η * Λ , and in particular on the bending vibrations at the reactive 
carbon. For a reaction in which the hybridization at the reactive carbon changes from 
sp3 to sp2, the bending force constants are assumed to be reduced, in which case the 
zero point energy requirement decreases as the system transforms from reactant to 
transition state. This zero point effect is greater for H than for D, and it is assumed to 
dominate the KIE; thus kn is expected to be greater than ko (38,39,43). Conversely, 
the extent to which kn exceeds ÎCD is often used (see, e.g., 44,45) as a tool for 
mechanistic analysis; a larger kn/ko may be associated with greater sp2 character at the 
transition state (an Swl-like reaction.) The conventional interpretation has been 
summarized by Saunders (39): "A larger kn/ko indicates a transition state in which the 
out-of-plane bend of the α-hydrogen is less encumbered than in the reactants." 
Wolfsburg and Stern extended this argument to reactions of the type CH3X + X -> 
CH3XX* again emphasizing the HCX bending force constant (46). We will see that 
our calculations indicate that many modes contribute to kn/ko so the interpretation is not 
so clear. 
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2. T R U H L A R E T A L Variational Transition-State Theory 19 

Generalized transition state theory 

In the version of generalized transition state theory that we have developed and that we 
use to analyze KIEs, we still retain the concept of a transition state, but we do not 
necessarily identify it with the saddle point (highest-energy point on the minimum-
energy path from reactants to products). The fundamental property upon which the 
generalization is based results from the equivalence of the transition state rate expression 
in classical mechanics to the one-way flux of an equilibrium ensemble of reactants 
through a hypersurface in configuration space (i.e., a system with one degree of 
freedom fixed). If we retain the assumption of reactant equilibrium, which is apparently 
often reasonable, even for fast reactions, under typical experimental conditions, as 
discussed elsewhere (47), then the one-way flux is an upper bound to the net rate and 
becomes exact when the transition state is a perfect dynamical bottleneck, i.e., when all 
trajectories cross the transition state at most once, which is called the no-recrossing 
assumption (for a pedagogical discussion see 16). Although the variational bound and 
convergence to the exact result as the variational optimization is improved are both lost 
in a quantum mechanical world (48), our working procedure is to vary the location of 
the transition state hypersurface to minimize the rate at a given temperature (i.e., for a 
canonical ensemble), even though we use quantized vibrational partition functions. 
Since the reaction coordinate is missing (i.e., fixed) in the generalized transition state 
vibrational partition function, quantum effects on the reaction coordinate are included in 
a transmission coefficient which is based on a semiclassical multidimensional tunneling 
(MT) correction to the CVT prediction for the ground state of the transition state and 
hence is called κ ^ . This leads to canonical variational theory with a semiclassical-
tunneling ground-state transmission coefficient; the resulting rate constant expression is 
written 

where Q C V T J s the generalized transition state partition function at the optimized location 
with zero of energy at the classical equilibrium geometry of this generalized transition 
state, and W^WT is the potential energy at this point Again all symmetry factors are in 
σ. 

Details of the practical implementation of these equations are given elsewhere 
(especially 13). A critical aspect is the way in which the variational transition state 
definition and optimization is made practical. To search for the best variational 
transition state as an arbitrary (3N-4)-dimensional hypersurface (for an N-atom system) 
corresponding to fixed center of mass and fixed reaction coordinate would require, first, 
that one is able to calculate quantized partition functions (Q*^1) for arbitrarily shaped 
hypersurfaces and, second, that one is able to perform a multidimensional optimization 
of a large number of variables required to define such a surface. Instead we define a 
one-parameter sequence of physically motivated generalized transition states orthogonal 
to a reaction path (the distance along the reaction path is the reaction coordinate s, and 
the parameter is the value of s at which the generalized transition state, i.e., the 
hypersurface, intersects s) few which the partition function may be calculated by 
standard methods, and we optimize the transition state within this sequence. In 
particular the reaction path is taken to be the minimum-energy path (MEP) in mass-
scaled cartesian coordinates (49-53), and the shape of the hypersurface off the MEP is 
defined simply in terms of internal coordinates or cartesian vibrations. Although it is 
not clear a priori that the best transition state in this set is good enough, we have 
obtained very accurate results for cases where the theory can be tested against accurate 

r T Q C V T 
σ— κ— e 

h Φ κ 

TRT (7) 
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20 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

quantum mechanics (1-8) and reasonable results in other cases, and so we accept this as 
good enough. [Further discussion of the shape of the generalized transition state 
hypersurfaces off the MEP is provided elsewhere (25), where in particular we 
emphasize that this choice is equivalent to choosing a definition of s for points off the 
MEP.] In the present calculations we also make the harmonic approximation for all 
vibrational partition functions. 

Since, as discussed above, our extension of variational transition state theory to the 
quantum mechanical world is not rigorous, the usefulness of the approximation scheme 
must be tested by comparison to accurate quantum dynamics, which is only feasible at 
present for atom-diatom reactions, or to experiment Since comparison to experiment is 
clouded by uncertainties in the potential energy function, we have relied on comparison 
to accurate quantum dynamics. Extensive comparisons of this type have been carried 
out (1-8,12-20), and they generally confirm the accuracy of our quantized approach. 
Thus we hope that applications to polyatomics, such as provided here, may be viewed 
as testing the potential rather than the dynamical theory. One should not forget though 
that the theory may be less accurate for new reactions than for the reactions for which it 
has been tested. 

The most important question to be addressed in this regard is recrossing. 
Variational transition state theory does not include recrossing for the best variational 
transition state. In principle the transmission coefficient should account for such 
effects, i.e., for classical trajectories that cross the variational transition state in the 
direction of products but do not proceed to products or do not proceed directly to 
products without returning to the variational transition state (72,13,54-57). Recendy, 
Hase and coworkers (58) have carried out trajectory calculations for reaction R2 starting 
from quantized energy distributions in the interaction region [this is called a quantized 
Keck calculation (75) in our earlier work]. They calculated a recrossing transmission 
coefficient of about 0.13 ± 0.07 at the conventional transition state for Τ = 200-2000 Κ 
(no systematic temperature dependence was observed). It is not known whether this 
effect would be smaller from the present potential function or if the dividing surface had 
been variationally optimized rather than placed at the conventional transition state. 
Ryaboy (59) has also suggested that recrossing effects may be important in SN2 
reactions. In the present work we account for recrossing of the conventional transition 
state to the extent that the canonical variational transition state theory rate is lower than 
the conventional one, but we do not include possible recrossing of the variational 
transition state. Inclusion of such effects may lower the predicted rate constants, and it 
may change the KIEs as well, but the estimation is beyond the scope of the present 
study. We note, however, that although classical recrossing effects are sometimes 
large, such effects are also sometimes (72, but not always, 60) negligible in the real 
quantum mechanical world even when they are very significant in a classical mechanical 
world. The successes of quantized variational transition state theory with 
multidimensional tunneling corrections in the cases where it can be tested against 
accurate quantum dynamics (1-8) gives us some hope that it provides useful 
approximations for more complicated systems as well. 

The final point to be discussed is quantum mechanical tunneling effects on the 
transmission coefficient Our calculations recognize that at low energy, where tunneling 
is most important, all reactive flux is funneled through the ground state of the transition 
state. Thus we base our transmission coefficient on that state. Furthermore, in order to 
make the calculations practical for systems with many degrees of freedom, we perform 
them semiclassically. To calculate transmission coefficients accurately for the ground 
state of the transition state requires taking account of the multidimensional nature of the 
tunneling process. First of all, the optimum tunneling path is not the MEP. The MEP 
has the lowest barrier, but the optimum tunneling path involves a compromise between a 
low barrier and a short path. Since MEPs in mass-scaled cartesian coordinate systems 
are curved, tunneling paths tend to "cut the corner" (18,19^0,61-69) to shorten the 
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2. TRUHLAR ET A L Variational Transition-State Theory 21 

tunneling distance. The extent to which this occurs is a function of the curvature of the 
MEP when it is plotted in mass-scaled cartesians. In the small-curvature case 
(18,50,61-65,70), comer cutting, though quantitatively very important for the 
transmission coefficient, is relatively mild in terms of coordinate displacements. In this 
limit corner cutting tunneling has the nature of a negative bobsled effect due to a 
negative internal centrifugal potential arising from the curvature of the MEP. In this 
case accurate transmission coefficients can be calculated from a single path with an 
effective potential obtained by adding the local zero point energy to the potential energy 
along the MEP. (The sum is called the vibrationally adiabatic ground-state potential 
curve, where "vibrational achabaticity" refers to die fact that the vibrational motion is in 
the local ground state.) Both the path and the effective potential depend on system 
masses. In the large-curvature case (19,66-70) corner cutting is severe, many paths 
must be considered, and the effective potentials are vibrationally adiabatic over part but 
not all of the paths. (In the nonadiabatic region the vibrational motion is not in the 
ground state, either physically or in the representation we use, but the semiclassical 
results are still referenced to the CVT results for the ground-state reaction.) The 
distribution of paths and the effective potentials again depend on system mass. Thus in 
neither limit does the mass enter so simply as in η ^ ; consequently tunneling may be 
more important in the KIE than is conventionally assumed. In general one should 
consider tunneling into excited states in the exoergic direction in LCG3 calculations, but 
in the cases considered here, tunneling into excited states contributes at most a few 
percent. 

We have developed a method, called the least-action ground-state (LAG) 
approximation (1320), based on optimized tunneling paths, that is valid for small, 
medium, and large reaction path curvatures. We have also developed a centrifugal-
dominant small-curvature semiclassical adiabatic ground-state (CD-SCSAG or, for 
short, small-curvature tunneling, SCT) approximation (182170) and a large-curvature 
ground-state (called LCG3 or, for short, large-curvature tunneling, LCT) approximation 
(132126,70), which are simpler and are expected to be accurate in the corresponding 
limits. Fortunately it is not usually necessary to perform full LAG optimizations; one 
obtains reasonable accuracy by simply carrying out both CD-SCSAG and LCG3 
calculations and accepting whichever transmission coefficient is larger (since usually, 
though not always, both methods, at least where we have been able to test them against 
accurate quantum dynamics, underestimate the tunneling, and full LAG calculations 
have never been found to yield significantly more tunneling than the largest of the SCT 
and LCT limiting calculations). This is what we do here. In particular, although the 
systems discussed here were previously treated by the original (18) small-curvature 
approximation or by comparing this to LCG3 calculations considering only tunneling 
into the product ground state (26), all calculations have been updated for this chapter by 
performing CD-SCSAG calculations and LCG3 calculations including all energetically 
accessible final states in the exoergic direction for reaction Rl (and its isotc îcally 
substituted and reverse versions) and the ground final state for R2 and R3 (and their 
isotopically substituted versions), using methods discussed elsewhere (70), and 
accepting die larger of the two transmission coefficients at each temperature. The larger 
of the two results is simply labeled MT, which denotes multidimensional tunneling. In 
most cases the CD-SCSAG method yields the larger result, the exception being the 
unisotopically substituted version of reaction R2 with surface S. Individual 
transmission coefficients differ from those calculated by the original SCSAG method by 
as much as 31% for the cases considered here, but none of the kinetic isotope effects 
differs by more than 6% from those calculated with that method. 
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22 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Factorization of the Kinetic Isotope Effect 

For interpretative purposes we now require a new factorization of the per-site KIE, e.g., 
(3) is replaced by 

where 
T l = TltunTlPFTlpot (8) 

P F " Q S 7 T M 
= 2 Ε Ί Μ ( 1 0 ) 

and 

"lpot- e (Π) 

Thus there is a critical distinction between the conventional TST and variational theory 
treatments. In conventional TST the transition state is at the same location (same 
structure) for both isotopes, and so the potential energy contributions cancel. Thus 
η * = η pp and η * = 1. In variational TST this is not true. As a corollary, although 
the conventional TST rate constant may be computed from reactant and saddle point 
force fields that are both independent of mass, in variational TST the force fields used 
for the transition state partition function are different for the Η and D versions of the 
reaction as a consequence of the change in structure. 

Fee* interpretative purposes we factor the partition function contribution ηρρ to the 
variational TST value of the KIE into three further factors (77,72): 

T lpp = TltianeTIiot 1lvib ( 1 2 ) 

where the factors are due to translational, rotational, and vibrational partition functions. 
(Electronic partition functions are assumed to cancel, which is an excellent 
approximation.) 

Applications 

H + CD3H H2 + CD3. The formalism reviewed above was applied (27) to the 
reaction of Η with methane using a semiglobal analytic potential energy function, 
denoted Jl, that was calibrated (23) previously. The form is an analytical function of 12 
internal coordinates based on a functional form used earlier by Raff (73). The 
calibration (23) was based on the vibrational frequencies at the equilibrium geometries 
of CH3 and CH4 and at the saddle point, the heat of reaction at 0 K, the forward and 
reverse rate constants at 667K, and the equilibrium constant at 1340 Κ (74-81). The 
surface was also tested by calculating the primary KIEs which agree very well with 
experimental (82-84) values. The secondary deuterium KIE for CD3H at 300K and its 
factorization are given in Table I. (In all cases, when we tabulate KIEs, they are the 
ratio of the rate constant for the isotopically unsubstituted reaction to that for the reaction 
of the isotopically substituted reagent under consideration.) In this table, TST/WT and 
TST/IPT denote conventional TST with one-dimensional transmission coefficients 
calculated respectively by the Wigner A 2 tunneling correction (85) and by fitting the 
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2. T R U H L A R E T A L Variational Transition-State Theory 23 

potential energy along the M E P to an infinite parabola (86J87)\ the latter is sometimes 
called die Bell tunneling formula, but is here denoted infinite-parabola tunneling. 

Table I shows several interesting results for this abstraction reaction. Conventional 
TST predicts a small ΚΓΕ in the normal direction (ICHA^D > 1). primarily because of 
rotational effects which are partly cancelled by an inverse vibrational effect The 
conventional tunneling correction increases dus K I E by only 3%. Variational transition 
state theory leads to a much larger K I E for the same potential energy function, and the 
vibrational contribution is now normal (> 1). Furthermore the tunneling contribution 

Table I. KIEs and factors forH + CD3H -» H2 + CD3 at 300 Κ 

Ήαιη Ή trans îlrot îlvib Tlpot η 

TST ... 1.01 1.27 0.83 ... 1.07 
TST/WT 1.01 ... 1.08 
TST/IPT 1.03 ... 1.10 
CVT II 1.27 1.03 0.92 1.22 
CVT/MT* 1.24 II M II 1.51 

*denotes row used for further comparisons in Table V. 

does not cancel out when its multidimensional aspects are included. Next we discuss 
the reasons why the variational effect on the overbarrier KIE is so large, raising the 
prediction from 1.07 to 1.22, and why the multidimensional tunneling contribution 
raises the predicted KIE still further, from 1.22 to 1.51. 

The location of the variational transition state is determined mainly by competition 
between the potential energy VMEP(S) along the MEP and the zero point energy e^^s) 
of one mode, V2 of the transition state. The frequency of the mode that correlates with 
this mode and VMEP(S) are given for four critical points along the MEP for the 
unsubstituted reaction in Table Π. As this mode changes from a reactant stretch to a 
transition state stretch, it reaches a minimum of 1417 cm*1 shortly before the saddle 
point. By the time the saddle point is reached it is already increasing rapidly toward the 
product value of 4405 cm - 1 (the harmonic stretching frequency of H2 according to the 
Jl potential energy function). Thus, as the potential energy slowly begins to decrease 
from its stationary value at the saddle point, v 2 is already raising rapidly. By die time 
the variational transition state has been reached, V has decreased only 0.1 kcal/mol, but 
eint2 **** increased 0.6 kcal/mol. At this point the free energy of activation is a 
maximum; beyond this the potential energy decreases faster than the zero point energy 
and generalized entropy of activation components increase. This behavior, which is 
illustrated in Figure 1, actually follows from simple bond-order arguments and was 
predicted qualitatively correctly in this way for a three-body model of this reaction years 
earlier (88). 

Figure 2 shows the contributions of the various vibrational modes to the predicted 
KIEs at 300 Κ as calculated both at the saddle point and at the canonical variational 
transition state. (For degenerate modes the contribution shown is the total from both 
components.) Although V2 is the primary reason why the variational transition state is 
displaced from the saddle point, its own contribution to the KIE is the same for either 
location within 1%. The contributions of three other modes, however, differ by more 
than 7% (computed from the unrounded values), and this is the primary reason for the 
variational effect shown in Table I. 
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24 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Figure 2 shows that there are indeed large contributions from the CH3 bending and 
deformation modes (the modes at 1131-1379 cm-1), as anticipated in the conventional 
discussions reviewed above, but the contributions of the other modes are by no means 
negligible, especially the H-H-C bend at 592 cm - 1. Furthermore two of the three CH3 
bending and deformation modes are among the modes whose contributions to the KIE 
are most sensitive to the variational optimization of the transition state. 

The mass dependence of κ**7 appears to have two important sources. First, just 
including the mass-dependent zero point energies in the vibrationally adiabatic ground-
state potential curve raises η tun from the value of 1.03 in the Bell formula to 1.04. 
Second, accounting for comer cutting amplifies the transmission coefficient by a factor 
of 2.3 for H + H-CH3 and by a factor of 2.0 for H + H-CD3. This raises η^η to 1.24. 

Note that the imaginaiy-frequency normal mode at the saddle point has a frequency 
of 989i cm*1 for H-H-CH3 and 98li cm 1 for H-H-CD3. This small difference indicates 
that it is not necessary, as assumed in previous work (40-42) to have the C-D motions 
participate in the imaginary-frequency normal mode at the saddle point in order to have a 
significant secondary α-D kinetic isotope effect on the tunneling factor. 

In order to test our model further, we can compare to experiment for two secondary 
kinetic isotope effects in this system, in particular, for kcH3 + Hi^COs + H 2 ^ d 
^ C H 3 + D2^CI>3 + D2« I11 c a s c s » the experimental value must be obtained 
indirectly by multiplying several other experimental ratios of rate constants. Based on 
the paper by Shapiro and Weston (82), we can use the scheme: 

k CH 3 +H 2 _ k CH 3 +H 2

 k CH 3 +D 2

 k CH 3 +A k CD 3 +A-d 6 

k CD 3 +H 2

 k CH 3 +D 2

 k CH 3 +A k CD 3 +A-d 6

 k CD 3 +H 2 

= R1R2R3R4 (13b) 
and 

Table Π. Reaction-path parameters for H + CH4 -> H2 + CH3 

V M E P ( S ) V2 nature of 
location (kcal/mol) (cnr1) mode V2 

H + CH4 0.0 
saddle point 13.0 
variational transition stateb 12.9 
H 2 + CH3 2.8 

3027a H-C stretch 
1720 H-H-C stretch 
2195* H-H-C stretch 
4405s H-H stretch 

aThis is the frequency of the mode that correlates with mode V2 of the transition 
state (see Figure I). 

t>300K 
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14 

0' • • ' 1 1 

-1.0 -0.5 0.0 0.5 1.0 1.5 

Figure 1. V M E K S ) and ej^s) as functions (upper and lower curves, 
respectively) of s for reaction Rl. The thin vertical line at s = 0 identifies the 
saddle point along the reaction coordinate, and the * identifies the V M E P at the 
variational transition state at 300 K. 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
8,

 1
99

2 
| d

oi
: 1

0.
10

21
/b

k-
19

92
-0

50
2.

ch
00

2
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H + CH4 * VTS H 2

+ C H 3 

4405 
/ 

/ 

/ 

Figure 2. Frequencies (in cm*1) and contributions to secondary KIEs (unidess 
numbers in boxes) for vibrational modes of (from left to right) H + CH4, CH5* 
CH5*, and H2 + CH3, where Φ denotes the saddle point, and * denotes the 
variational transition state at 300 K. 
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2. TRUHLAR ET AL. Variational Transition-State Theory 27 

K C H 3 + D 2 

K C D 3 + D 2 

K C H 3 + D 2

 K C H 3 + A )LCD3+A-a6 

K C H 3 + A K C D 3 + A - d 6

 K C D 3 + H 2 

K C D 3 + H 2 (14a) 

R2R3R4R5 (14b) 

where the ratios are defined Ri, R2 , . . . in the order they appear in the line above. Note 
that A denotes acetone and A-d6 denotes perdeuterated acetone. Shapiro and Weston 
measured Ri, R2, R4, and R5, and using their values for these ratios and the value 
recommended in the review by Kerr and Parsonage (89) for R3 yields a set of 
experimental results that we will call SW-KP. For comparison we also computed the 
experimental results using the values recommended by Kerr and Parsonage for Ri, R2, 
and R3 (89,90) combined with Shapiro and Weston's results for R4 and R5; these 
experimental values are labeled KP-SW. For a third set of values we used the more 
recent results of Arthur and Newitt (91) for kcH3 + A in R2 and for kcH3 + A and kcD3 
+ A-d6 In R3» again combined with the Kerr-Parsonage recommendations for Ri and for 
1̂ 0Η3 + D2 m R2 and with Shapiro and Weston's values for R4 and R5; these 
experimental results are labelled AN-KP-SW. A fourth method, suggested by Weston 
(92), is to combine Shapiro and Weston's values for Ri, R2, R4, and R5 with a value of 
R3 calculated from the data analysis of Arthur and Newitt This has the advantage that 
R3 appears in both final ratios in die same way and thus does not affect the relative 
secondary KIEs for the H2 and D2 reactions. These results are called SW-AN. 
Comparison of these sets of experimental results provides an estimate of the error due to 
the uncertainty in Ri, R2, and R3. In addition to the variations in the table, which are 
due to Ri, R2, and R3, all values have an additional error contribution of 9-17% due to 
Shapiro and Weston's error estimates for R4 and R5. Table ΠΙ also gives the theoretical 
results of Schatz et al. (81) and our calculations for three potential energy surfaces, Jl , 
J2, and J3, all from Joseph et al. (23). For kcH3 + Η2^Ε>3 + H2» all calculations agree 
with experiment within the experimental uncertainty. For the D2 reaction, the secondary 
deuterium kinetic isotope effects, kcH3 + r^/l^CI^ + I>2» are 19-31% smaller at 400 K, 
but the theoretical results are 8-10% smaller. 

We do not know how reliable the experimental results are; it would be valuable to 
have experimental results obtained by an independent method. Such measurements 
would provide a valuable test of the theoretical predictions that the secondary kinetic 
isotope effect is only about 10% smaller for C H 3 + D2 than for for C H 3 + H2. There 
is, however, one clue (92) to the source of the disagreement between theory and 
experiment. As evidenced in Fig. 11 of the paper of Shapiro and Weston (82), the C D 3 
+ H2/D2 primary KIE, which is R5, is low compared to the primary KIEs for C H 3 + 
H2/D2 and CF3 + H2/D2. The same trend appears in the HD/DH primary KIEs. Alow 
value for R5 will change the secondary KIE for C H 3 + D2/CD3 + H 2 but does not affect 
the one for kcH3 + }12&€Τ>3 + Η2· Thus it seems likely that there is some systematic 
error in the C D 3 experiments. As indicated in the derivation (82) of R5, there are 
several corrections related to the Η isotopic impurity in the acetone-cfe used. Perhaps 
this is the source of error (92). 

*CI- + CD3CI - * CD 3*CI +C1-. For the SN2 exchange reaction of *C1~ with 
CH3CI our results are based on an 18-dimensional semiglobal analytic potential energy 
function calibrated (30) to fit oft initio electronic structure calculations (30,93,94) of 
properties of the saddle point and ion-dipole complex, of energies, charges, and force 
fields on the MEP, and of energies at selected points off the MEP, to fit the correct long-
range force law, and to fit one critical experimental datum, namely the rate constant for 
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2. TRUHLAR ET AL. Variational Transition-State Theory 29 

the unsubstituted reaction at 300 Κ (95), which was used to adjust the ab initio barrier 
height The final surface is called S because of this semiempirical adjustment 

A second set of calculations (55) was performed using die "direct dynamics" (96) 
approach. In this approach we do not parameterize an explicit potential energy function; 
rather we adjust the parameters in a semiempirical molecular orbital approximation to 
reproduce selected reaction features and the value of the potential energy function is 
defined implicitly by the energy yielded by the molecular orbital theory at any selected 
geometry. We selected the neglect-of-diatomic-differential-overlap (NDDO) level (97-
99) of semiempirical molecular orbital theory, and we used the Austin model 1 (AMI) 
general parameter set (100,101) as our starting point Then we readjusted two 
parameters (in particular, the one-electron, one-center atomic core matrix elements Upp 
for CI and Q specifically to energetic features assumed to be important for this SN2 
reaction. The resulting NDDO calculations with specific reaction parameters are called 
NDDO-SRP (55). 

Table IV compares the KIEs for the CD3CI reaction (i.e., the ratio of the rate 
constant for the reaction in the section heading above to the rate constant with all 
protiums) and their factorizations for the two potential energy functions (PEFs). The 
results are remarkably similar, which tends to confirm the general correctness of both 
potential energy functions. In addition, the variational and conventional transition state 
theory results agree very well, and the tunneling contribution cancels out within one per 
cent (although the tunneling contribution is not negligible; =1.31 for both S and 
NDDO-SRP). Thus we can use any of the levels of dynamical theory in this case, and 
the same is true, within about 1%, for the KIEs in the microhydrated versions of this 
SN2 reaction that are discussed below. Thus in the rest of the discussion of SN2 
reactions we will explicidy consider only the results at the most reliable (CVT/MT) 
level. 

Table IV. KIEs and factors for *C1" + CD3CI -> CD3*C1 + CI" at 300 Κ 

PEF dynamics "Htun T| trans Tlrot Tlvib η pot η 

S TST ... 1.04 1.22 0.76 0.96 
CVT 1.22 0.76 1.00 0.96 
CVT/MT* 1.00 " tt It 0.96 

NDDO-SRP TST 1.23 0.75 0.96 
CVT ... 1.23 0.75 1.00 0.96 
CVT/MT 1.00 ·· tt tt 0.96 

*denotes row used for further comparisons in Table V. 

Table V shows a breakdown of the vibrational contribution to the KIE into 
contributions from three frequency ranges (for comparison, similar breakdowns for the 
other two KIEs discussed in this paper are also shown). As expected from the 
conventional interpretation of KIEs in SN2 reactions (38,39,43-45,102), the 
contribution of the middle-frequency CH3 bend and deformation modes is significant 
and > 1. However the low-frequency modes also contribute significandy, and the 
largest percentage deviation from unity comes from the high-frequency C-H stretches, 
which are almost universally ignored in discussions of secondary deuterium KIEs in the 
literature of the field. Perhaps some of the low KIEs observed experimentally which 
have been interpreted in terms of leaving group participation in tightening of die CH3 
bends and deformations are really causal to larger extent by stronger C-H bonds at die 
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sp2 center. Certainly the correlated electronic-structure frequencies on which our saddle 
point C-H contributions are based are at least semiquantitatively reliable for the present 
case, and there can be no question that this effect exists and is very important 

At the finer level of detail exhibited in Table V, the NDDO-SRP results for T|vib,mid 
and rtvibjiigh differ from the presumably more accurate one calculated from surface S by 
20-25% (from the NDDO-SRP calculations, we get 0.84 for Tivibjow, 1.01 for 
îlvib^nid» and 0.88 for T]vib,high)» although as seen in Table IV, the differences 
eventually cancel. Nevertheless we are quite encouraged by the NDDO-SRP results 
since this method is very much easier to apply. In later work on CF3 + CH4 (Liu et al, 
56), we are varying more parameters and paramaterizing to frequencies as well as 
energies, and we believe we can obtain even better potential energy functions by this 
method. 

Table V. KIEs and factorization of rivib at 300 K* 

Reactants Tlvib.low ΉνίΙ>,ΠΗ<1 T)vib,high llvib η 

H + CD3H 0.55 1.74 1.08 1.03 1.42 
Cl" + CD3CI 0.85 1.26 0.71 0.76 0.96 
C1(D20)- + CH3CI 0.40 1.67 0.90 0.60 0.87 

aIn all cases the mode classification is based on the isotopically unsubstituted case. 
For the abstraction reaction the low/mid and mid/high borders are taken as 600 and 
1700 cm - 1, respectively, and for the SN2 reactions they are taken as 515 and 1900 
cm-1. 

*C1(D20)- + C H 3 C I -> CH 3 *CI + CI(D 20)\ When we add water of hydration, 
the PEF has three parts: solute, solvent, and solute-solvent interaction. We have used 
several different choices (57,55\34\ and three of the combinations are summarized in 
Table VI along with the KIEs (i.e., the ratio of the rate constant for the reaction in the 
section heading above to the rate constant for all protiums) and their factorization. In the 
first calculations the solute was again treated by our semiempirical potential energy 
function S, the solute-solvent potentials were extended versions of the Kistenmacher-
Popkie-Clementi (705) and Clementi-CavaUone-Scordamaglia (104) potentials, denoted 
eKPC and eCCS, respectively, and the intramolecular water potential was taken from 
Coker, Miller, and Watts (CMW, 105). The second calculation was based on the 
NDDO-SRP method with no further changes in any parameters. The third is like the 
first except it is based on new chloride-water and intramolecular water potentials 
discussed in the next paragraph. 

In carrying out calculations nos. 1 and 2 of Table VI we noted that the solvent KIEs 
are very sensitive to the low-frequency vibrations associated with the coupling of the 
solute to the solvent. Therefore, in work carried out in collaboration with Steckler 
(706), we calibrated a new potential energy function for C1(H20)". The parameters of 
die new potential were determined to improve agreement with experiment for the dipole 
moment of water, with new extended-basis-set correlated electronic structure 
calculations for D e , for the geometry and frequencies of the complex, for the individual 
and total vibrational contributions to the equilibrium isotope effect for C1(H20)" + D2O 
ï± C1(E>20)- + H2O, and for the energy at a geometry close to the saddle point geometry 
for reaction R3, which is shown in Figure 3, and with the ab initio calculations of Dacre 
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32 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Figure 3. Structures of reactants and transition state for C1_(H20) + CH3CI —> 
C1CH3C1-(H20)*, based on the ZGTS chloride-water potential and the mKH 
intramolecular water potential. 
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2. T R U H L A R E T A L . Variational Transition-State Theory 33 

(107) for the interaction energy of Cl" with water at 369 widely distributed reaction 
sites. The chloride-water part of the interaction potential is totally new, and the 
intramolecular water part is a modified version (denoted mKH) of the accurate force 
field fit to spectroscopic data by Kauppi and Halonen (108), the modification being a 
change in the cubic O-H stretching force constants to get the red shift correct in the 
C1(H20)- complex. 

Table VI shows that calculations nos. 2 and 3 are in encouraging agreement with 
each other, and both predict an inverse KIE. The change from calculation no. 1 to no. 3 
can be accomplished in 3 steps, and it is instructive to do so, as follows: First we 
change the C M W water potential to the original Kauppi-Halonen one, and this changes 
η from 1.04 to 0.97. Then we change the eKPC chloride-water potential to our new 
one based on the correlated C1(H20)* calculations, and this decreases η further to 0.89. 
Finally, using the mKH water potential instead of the original Kauppi-Halonen one 
lowers η to 0.87. 

Table V shows the more detailed factorization of T|vib. The biggest difference from 
the NDDO-SRP potential is in rjvibjow (0.40 vs. 0.46), and the biggest difference from 
calculations no. 1 is in T|vib,high (090 vs. 1.00). As a final comment, we note that the 
standard theory (109,110) of solvent kinetic isotope effects in the bulk is based on 
"water structure breaking" by ions, by which one means that the water librations are in a 
looser force field in the first hydration shell than in bulk (111). In our reaction, as seen 
in Figure 3, charge is delocalized at the transition state, so presumably, in bulk water, 
the water molecules would be in a tighter force field at the transition state than at 
reactants. Thus the bulk solvent KIE would be inverse. We also find an inverse result 
for a single water molecule, where water structure breaking is obviously impossible. 
Thus water structure breaking certainly cannot be the sole reason for the inverse KIEs 
observed in bulk solvent kinetic isotope effects. 

Concluding remarks 

Since the time when Shiner (102) summarized the interpretation of secondary kinetic 
isotope effects in an earlier ACS Symposium, there has been considerable progress. 
Both our force fields and our dynamics techniques have improved, and the reliability of 
our interpretations should correspondingly be much higher. 

The techniques presented here are applicable to systems with many degrees of 
freedom. For example, the reaction *C1(H20)2~ + CH3CI, which we have treated 
(3133), has 12 atoms, and these techniques have been applied elsewhere to kinetic 
isotope effects in an embedded cluster with 29 non-fixed atoms (112), an intramolecular 
process with 7 atoms (113), a bimolecular neutral reaction with 9 atoms (36), and an 
intramolecular process with 13 atoms (114). 
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Chapter 3 

HN2 and DN2 Resonance Spectra 
Scattering and Stabilization Calculations 

Hiroyasu Koizumi1, George C. Schatz1, and Joel M. Bowman2 

1Department of Chemistry, Northwestern University, Evanston, IL 
60208-3113 

2Department of Chemistry, Emory University, Atlanta, GA 30322 

In this paper we have calculated the energies and lifetimes of several of the 
lowest energy vibrational levels (resonances) of HN2 and DN2 in their 
ground rotational states. These results are based on a recent global 
potential surface that was derived from large scale configuration interaction 
calculations. This surface indicates that HN2 and DN2 are unstable to 
dissociation, but their lowest few energy levels are relatively long lived. 
We have calculated the energies of these resonances using stabilization 
methods and using a coupled channel scattering method. The results from 
these calculations are in reasonable agreement. The HN2 and DN2 lifetimes 
were also obtained from the scattering calculations. The longest HN2 

lifetime is a few ns, while that for DN2 is estimated to be close to 10-4 s. 

H N 2 is an unstable molecule that has been postulated ( 1) to play an important role in 
the thermal De-NO x process (i.e., removal of NO from exhaust gases by reaction with 
NH 3 ) through the reaction 

H N 2 + OH 

N H 2 + NO > N 2 + H + OH 

N 2 + H 2 0 . 
However, its importance in this and other reactions depends on its unimolecular decay 
lifetime, and this lifetime is highly uncertain. Kinetic modelling studies (1) indicate 
that a 10"4 s lifetime is needed to fit De-NO x measurements, but H N 2 has not been 
observed experimentally in kinetics studies that should have been able to detect a 
species with that lifetime (2). An attempt to observe it by neutralizing H N 2 in a 
beam was also unsuccessful (3). 

0097-6156/92/0502-0037S06.00/0 
© 1992 American Chemical Society 
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38 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

The lifetime and vibrational states of H N 2 have also been the subject of 
theoretical studies (3-13). In all recent studies it has been concluded that the H N 2 

minimum lies above the H + N 2 asymptote, with a 10-20 kcal/mol barrier to 
dissociation. For example, Curtiss et al. (10) used third-order and fourth order 
Mtfller-Plesset perturbation theory to calculate a 10.5 kcal/mol barrier, and they 
estimated a ground state lifetime (based on tunnelling through a one-dimensional 
parabolic barrier) of 7 χ 10" 1 1 s. Walch et al. (11) used CASSCF/CCI (complete 
active space self consistent field/externally contracted configuration interaction) 
calculations with two different basis sets to calculate barriers of 12.2 kcal/mol and 
11.3 kcal/mol. Fits to these barriers using an Eckart potential yielded ground state 
lifetimes in the range 9 χ 10~ n - 6 χ 10"^ s. 

Walch (12) has recently extended the calculations of Ref. 11 using slightly 
different basis sets to define the H N 2 surface globally. The points from these 
calculations have subsequendy been fit to an analytical function by Koizumi et al. 
(13) with a root mean-square error of 0.08 kcal/mol, and coupled channel scattering 
calculations were performed to determine lifetimes of the lowest 11 vibrational states 
associated with the ground rotational state of H N 2 . For the largest basis set that 
Walch used, the H N 2 minimum is 3.8 kcal/mol above H + N 2 on the fitted surface, 
with a barrier to dissociation of 11.4 kcal/mol. The lifetime of the ground vibrational 
state of H N 2 is predicted to be 3 χ 10~9 s by the scattering calculations, which is 
consistent with earlier theoretical predictions (11) but not with kinetic modelling. 

In this paper we extend the H N 2 studies of Koizumi et al. (13) in two ways. 
First, the spectrum of vibrational state energies and lifetimes has been extended to the 
D N 2 isotope. This species is expected to have a longer lifetime, and if it is long 
enough (say >10~6 s) it may be possible to detect it using the methods of Ref. 4 or 
by spectroscopic measurements. One previous study of D N 2 (3) based on Mtfller-
Plesset perturbation theory found a lifetime 50 times longer than for H N 2 . This ratio 
is, however, very strongly dependent on potential surface (3). Second, we have 
characterized both the H N 2 and D N 2 vibrational states by stabilization methods (14). 
These calculations provide independent estimates of the state energies, and they also 
enable us to assign quantum numbers to the states. In addition, the stabilization 
calculations are useful in guiding the scattering calculations, particularly with respect 
to locating narrow resonances. 

Potential Surface 

A full description of the H N 2 potential surface is given in Ref. 13. Here we only 
consider the more accurate of the two analytical fits that were developed in that paper 
(denoted "surface 2"). Table 1 summarizes the properties of the H N 2 minimum and 
H — N 2 saddle point on this surface, including vibrational frequencies for both H N 2 

and D N 2 . A contour plot of the surface is presented in Fig. 1. In this plot we show 
how the surface varies with the Jacobi coordinates R ( H - N 2 separation) and r ( N - N 
separation). For each set of R, r, the energy has been minimized with respect to the 
Jacobi angle γ (the angle between R and r). The angle θ in Table 1 is related to γ by 
θ = π - γ. Its value doesn't change significantly between the minimum and saddle 
point, but at larger R the energy minimizes at θ = 0, meaning that the reaction path 
has symmetry at long range. 
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3. KOIZUMI ET AL. ΗΝ\ and DN2 Resonance Spectra 39 

Figure 1 and Table I also show that the N - N stretch distance decreases 
significandy when H N 2 dissociates, from 2.250 a 0 at the minimum to 2.139 a 0 at the 
saddle point and to 2.0897 a 0 at infinite separation. There is also a significant 
increase in the N - N stretch frequency, 1826 cm" 1 at the minimum, 1990 cm" 1 at the 
saddle point, and 2323 cm" 1 at infinite separation. 

Table I. HN 2 and DN 2 Stationary Point Properties* 

H(D)N 2 Minimum H ( D ) - N 2 

Saddle Point 
r(a 0 ) 
R(a 0 ) 
θ (deg) 
rNH (ao> 
Θ Ν Ν Η ( d e g) 
Ε (kcal/mol) 

2.250 
2.673 

49.1 
1.966 

117.1 
3.8 

2.139 
3.360 

45.5 
2.703 

119.4 
15.2 

Frequencies (cm - 1): 

H N 2 : 
co,(H-N str) 
CDjiN-N str) 
ci>j(bend) 

D N 2 : 
ω, 
0)2 
ω . 

2653 
1826 
1047 

1926 
1815 
807 

1667i 
1990 
749 

1230i 
1958 
595 

a. Based on fitted surface labelled "bs2" from Ref. 13. 

The effect of deuterium substitution on the N - N stretch frequency Qfy is small 
as might be expected while the H - N stretch (CÛJ) and bend (0)3) frequencies are 
reduced by roughly 2 - v*. One consequence of this is that ω 1 τ ω 2 , and 2ω^ are close 
in value for D N 2 . This will lead to noticeable triplet structure in the vibrational 
energies. 

Scattering and Stabilization Calculations 

The coupled channel scattering calculations were done using a standard Jacobi-
coordinate based propagation method (the nonreactive portion of a code that is 
described in Ref. 15). Total angular momentum J was taken to be zero in all 
calculations. (We have done a few calculations which indicate that the resonance 
spectrum for J > 0 is related to that for J = 0 according to the usual asymmetric top 
expression.) The vibration-rotation basis set considered for both Η + N 2 and D + N 2 

consisted of six asymptotic vibrational states (v = 0-5) and even rotational states j 
between 0 and 38 (i.e., 20 states) for each ν (120 states total). Selected calculations 
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using a basis of odd j ' s (which because of the symmetry of the potential are not 
coupled to the even j basis) produced resonance energies and widths identical to the 
even j basis for the lowest few energy resonances, indicating, as expected, that there 
is no coupling between resonances localized in one or the other of the symmetry 
equivalent H N 2 and N 2 H wells. Selected calculations with a larger basis set (160 
states) indicate that the ground and first excited resonance energies are converged (to 
3 figures) with respect to further increases in basis size. 

Convergence of the scattering results with respect to other parameters in the 
calculation was studied, including the number of Legendre terms used in expanding 
the potential, the region of R, r coordinates used to define the wavefunction, and the 
integration step sizes used for both r and R integrations. Masses used were Ν = 14.00 
u, Η = 1.008 u, and D = 2.014 u. 

Two different kinds of stabilization calculations were done. The method used 
for the first (method 1) has been described extensively by Bowman and coworkers 
(16) in extensive applications to HCO. In this method, a direct product basis is 
defined in Jacobi coordinates that consists of contracted harmonic oscillator functions 
in the stretch coordinates (R,r) and contracted Legendre polynomials in the angle γ. 
A nonlinear parameter in the stabilization calculation, a, was used to scale the 
frequency of the harmonic oscillator basis for the R coordinate in determining stable 
eigenvalues. 

The second stabilization calculation (method 2) also uses a basis defined in the 
Jacobi coordinates, but this basis consists of a Fourier sin series in R and r, and 
Legendre polynomials in γ. A sequential diagonalization-truncation calculation 
(17,18) was performed, first with the r variable, then R, and finally γ. For R and r, 
the secular equation was recast in a discrete variable representation (DVR) using 
equally spaced grid points according to a recent prescription given by Marston and 
Balint-Kurti (19). A similar DVR (20) was used for γ. 50 grid points were used for 
each of the three Jacobi variables. The r grid covers the range (1.5-3.0 a0). 

Stabilization of vibrational eigenvalues was determined by varying the grid range 
over which the R coordinate calculation was done. Calculations used the R intervals 
(1.8, 3.5 a0) and (1.8, 3.7 a0). Eigenvalues stable to three figures or better (i.e., <10 
cm"1) were taken as approximations to the resonance energies for the lowest 5-6 
states of each isotope. Stability of higher states was poorer, sometimes only two 
figures. 

Results 

Scattering Calculations. Figure 2 presents the transition probabilities for Η + N 2 and 
D + N 2 elastic scattering starting from the N 2 ground state (i.e., v = 0, j = 0 -» v' = 
0, j ' = 0) as a function of the total energy Ε (measured relative to separated Η + N 2 

with N 2 at its equilibrium geometry). This elastic probability is only one of a large 
number of state-to-state transition probabilities that we have calculated, but its energy 
dependence is typical. This is demonstrated in Figs. 3 and 4, where we plot the ν = 
v' = 0 transitions: (j —> jO = CO —> 10), (10 -> 10), and (16 -> 16) for Η + N 2 and D 
+ N 2 In all the curves we see a slowly varying background probability upon which 
are superimposed sharp oscillations that are due to resonances. The same resonances 
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Œ 3.5h 
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1.5 2.0 2.5 3.0 
r (a 0 ) 

Figure 1. Contours of the H N 2 potential energy surface as a function of the 
Jacobi coordinates R and r for an angle γ that locally minimizes the energy. 
Contours are in 1 kcal/mol increments in the range 1-29 kcal/mol. 
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Figure 2. Ground state elastic transition probability (v = 0, j = 0 -> v' = 0, j ' 
= 0) for Η + N 2 (solid) and D + N 2 (dotted) as a function of the total energy 
E. 
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0.4 

4000 5000 6000 7000 8000 9000 
Ε (cm- 1 ) 

Figure 3. Η + N 2 transition probabilities (vj) (v'j'): (0,0) (0,10) (solid), 
(0,10) -> (0,10) (dotted), and (0,16 — (0,16) (dashed) versus energy E. 

0.4 

4000 5000 6000 7000 8000 
Ε (cm- 1 ) 

Figure 4. D + N 2 transition probabilities analogous to Fig. 3. 
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3. KOIZUMI ET AL. HN2 and DN2 Resonance Spectra 43 

are seen in nearly all the curves for each isotope, implying significant coupling of 
each resonance to all the asymptotic rotor states. The widths of the resonances 
increase rapidly with increasing energy, which makes sense given that the barrier 
energy is 5316 c m - 1 , and the addition of zero point energy raises this to 6686 c m - 1 

for H N 2 (higher than the lowest 5 resonances) and 6593 cm" 1 for D N 2 (higher than 
the lowest 8 resonances). 

The energies (E s c), widths (Γ) and lifetimes (τ = tywidth) of the lowest 12 
resonances for H N 2 are listed in Table Π, and the lowest 11 resonances for D N 2 in 
Table ΠΙ. Both Tables also include harmonic oscillator (HO) estimates of the 
resonance energies and stabilization results E^and E^that will be discussed below. 
The harmonic, stabilization, and scattering energies are in reasonable correspondence, 
but for H N 2 we note that the (020) and (101) states are apparently not resolved in the 
scattering calculations (only one peak is seen in Fig. 2 where two closely spaced 
energy levels are predicted by the bound state methods). 

One important omission from Table ΙΠ is the scattering result for the D N 2 

ground state. The lifetime listed there is based on a one-dimensional tunnelling 
calculation using an Eckart function that was constructed as indicated in Réf. 11 (see 
also Ref. 20) with the barrier width chosen to fit the lifetime for the (001) state. The 
lifetime thus obtained, 9 χ 10"5 s, corresponds to an energy width of 6 χ 10"8 cm" 1 . 
Other choices of the Eckart barrier width (fitting to other resonance state results) 
yielded results within an order of magnitude of the value reported (thereby providing 
an estimate of the reliability of the Eckart estimate). We have been unable to find 
this resonance in our scattering calculations but we are confident that it is there. It 
is not difficult to estimate where it should be located to four significant figures, but 
our width estimate suggests that we need 11-12 figures to resolve it in the scattering 
calculations, and this is not a trivial task. 

Figure 5 presents a semilog plot of resonance lifetime versus energy for H N 2 and 
D N 2 . This figure shows a typical energy dependence for unimolecular decay (rapid 
at low energy, slow at high energy) with H N 2 lifetimes that are generally shorter than 
D N 2 . 

Stabilization Results. The stabilization energies in Tables II and ΠΙ are in generally 
good agreement with each other and with the scattering results, but there are also 
some differences. The best agreement is for D N 2 , where E ^ and E ^ are within 3 
cm" 1 for the first 4 states (and within 10 cm" 1 for all states except (011) and (004)). 
The scattering results are also in reasonable correspondence, although it is 
disappointing that the difference between stabilization and scattering is never smaller 
than 20 c m . For H N 2 , E ^ a n d E ( ^ don't agree as well as for D N 2 (differences of 
10-30 cm" 1 for states other than (011)) but E (^and E s c are relatively close (few cm"1) 
for the lower energy states. 

Stabilization plots (energy eigenvalue versus nonlinear parameter a) are 
presented for method (1) in Fig. 6 for H N 2 and Fig. 7 for D N 2 . In these plots, 
resonance states should show up as eigenvalues that are not dependent on a, while 
nonresonant eigenvalues vary rapidly, showing avoided crossings with the resonant 
states. Even the resonance energies vary somewhat with a, and as a result, these plots 
provide a good indication of possible errors in determining the E ^ values in Tables 
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44 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Table II. H N 2 Resonance Energies, Widths, and Lifetimes 

Assignment EHO . 
(cm-1) 

Ε*1,* (cm"1) Eg> (cm"1) Esc ( c m _ 1 ) Γ (cm-1) t(s) 

(000) 4092 4045 4055 4053 2 χ 10"3 3 χ 10"9 

2 χ ΙΟ" 1 0 

9 χ 10"13 

1 χ 10 - 1 2 

8 χ 10"14 

3 χ 10"13 

3 χ 10"13 

(001) 5139 5116 5129 5124 3 χ 10 - 2 

3 χ 10"9 

2 χ ΙΟ" 1 0 

9 χ 10"13 

1 χ 10 - 1 2 

8 χ 10"14 

3 χ 10"13 

3 χ 10"13 

(010) 5918 5769 5791 5872 6 

3 χ 10"9 

2 χ ΙΟ" 1 0 

9 χ 10"13 

1 χ 10 - 1 2 

8 χ 10"14 

3 χ 10"13 

3 χ 10"13 

(002) 6186 6223 6243 6243 4 

3 χ 10"9 

2 χ ΙΟ" 1 0 

9 χ 10"13 

1 χ 10 - 1 2 

8 χ 10"14 

3 χ 10"13 

3 χ 10"13 

(100) 6745 6384 6493 6412 65 

3 χ 10"9 

2 χ ΙΟ" 1 0 

9 χ 10"13 

1 χ 10 - 1 2 

8 χ 10"14 

3 χ 10"13 

3 χ 10"13 
(Oil) 6965 6793 6823 6928 16 

3 χ 10"9 

2 χ ΙΟ" 1 0 

9 χ 10"13 

1 χ 10 - 1 2 

8 χ 10"14 

3 χ 10"13 

3 χ 10"13 

(003) 7233 7294 7315 7315 16 

3 χ 10"9 

2 χ ΙΟ" 1 0 

9 χ 10"13 

1 χ 10 - 1 2 

8 χ 10"14 

3 χ 10"13 

3 χ 10"13 

(020) 7744 7501 
7452 

80 
6 χ 10"14 

(101) 7792 7565 
7452 

1 χ 10"13 

2 χ 10 - 1 3 

6 χ 10"14 

3 χ 10"14 

(012) 8012 8001 40 1 χ 10"13 

2 χ 10 - 1 3 

6 χ 10"14 

3 χ 10"14 

(004) 8280 8340 24 
1 χ 10"13 

2 χ 10 - 1 3 

6 χ 10"14 

3 χ 10"14 
(110) 8571 8469 80 

1 χ 10"13 

2 χ 10 - 1 3 

6 χ 10"14 

3 χ 10"14 

(102) 8839 8888 160 

1 χ 10"13 

2 χ 10 - 1 3 

6 χ 10"14 

3 χ 10"14 

Table III. DN 2 Resonance Energies, Widths, and Lifetimes 

Assignment EH0 . 
(cm"1) 

(cm"1) Eg> (cm"1) E s c (cm"1) Γ (cm-1) T(S) 

(000) 3603 3562 3565 6 χ 10 _ 8 a 9 χ 10"5a 

(001) 4410 4375 4376 4396 4 χ 10 - 5 1 χ 10 - 7 

(002) 5217 5205 5206 5237 5 χ 10'2 1 χ 10"10 

(010) 5418 5313 5314 5360 0.3 2x 10"11 

(100) 5529 5428 5436 5507 0.2 3 χ 10"11 

(003) 6024 6025 6017 6073 0.8 7 χ 10"12 

(Oil) 6225 6159 6114 6170 2 2 χ 10"12 

(101) 6336 6209 6219 6299 0.3 2x 10"11 

(004) 6831 6857 6775 6888 3 2 χ 10"13 

3 χ 10"12 (012) 7032 6969 6969 6985 16 
2 χ 10"13 

3 χ 10"12 

(102) 7143 7122 7138 3 2 χ 10"12 

Based on Eckart barrier calculation with parameters (notation of Ref. 11) Vj 
15.56 kcal/mol, ω* = 1570i cm - 1 . 

11.30 kcal/mol, V 2 = 
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K O I Z U M I ET A L . HN2 and DN2 Resonance Spectra 

1 0 1 4 
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Ε (cm- 1 ) 

9000 

Figure 5. Semilog plot of lifetime versus energy E, showing results for H N 2 

(pluses) and D N 2 (squares). 
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Figure 6. Stabilization plot of energy versus nonlinear parameter α for H N 2 . 
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46 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

II and III. For D N 2 , Fig. 7 indicates that the lowest 5 energy levels are very stable, 
so these energy levels should be accurately determined (perhaps suggesting that the 
scattering results are not fully converged). For H N 2 there is a good deal of 
uncertainty in determining energy levels, easily tens of c m - 1 for states other than the 
ground state. This is consistent with the level of agreement between the stabilization 
and scattering results. 

Conclusion 

The most important results in this paper refer to the vibrational energy levels and 
lifetimes of H N 2 and D N 2 . Our stabilization and scattering calculations agree 
reasonably well with respect to resonance energies, thus providing confidence in the 
correctness of each calculation, and enabling us to assign quantum numbers to the 
states. The energies are for the most part similar to the predictions of the harmonic 
approximation, but we do find perturbations due to anharmonicity. 

The D N 2 ground state lifetime is estimated to be 9 x 10~5 s. This is, as 
expected, substantially longer than the 3 χ 10"9 s H N 2 ground state lifetime, and it 
is long enough to make D N 2 observable in a number of experiments. For H N 2 we 
estimated earlier (13) that the likely uncertainty in our ground state lifetime estimate 
was about an order of magnitude due to errors in the potential surface. For D N 2 , this 
uncertainty is increased by roughly an order of magnitude due to the approximate 
evaluation of the ground state lifetime. Experimental tests of our D N 2 lifetime 
estimate would be extremely important at this point as they would provide a sensitive 
test of both the H N 2 and D N 2 estimates. 

11000 

9000 

ο 7000 
LD 

5000 F 

3000 -

1.4 1.5 1.6 1.7 1.8 1.9 
α 

Figure 7. Stabilization plot similar to Fig. 5 but for DN ; 
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Chapter 4 

Isotope Effects in Addition Reactions 
of Importance in Combustion 

Theoretical Studies of the Reactions 
CH + H2 CH3* CH2 + H 

Albert F. Wagner and Lawrence B . Harding 

Chemistry Division, Argonne National Laboratory, Argonne, IL 60439 

Ab initio electronic structure characterizations of the addition reaction 
path for the title reaction are described. Variational R R K M 
calculations employing the reaction path properties are then used to 
compute thermal rate constants for comparison to kinetics 
measurements on the title reactions and its isotopic variation. 

In combustion chemistry, both addition and abstraction reactions have important roles 
to play. However, addition reactions, and their reverse, dissociation reactions, often 
provide a more complex chemistry because of the presence of long-lived metastable 
adducts that can be stabilized in the presence of third-body collisions or eliminate to 
produce a variety of products. Addition reactions frequently involve barrier-less 
reaction paths, often involve close competition in adduct decay between atomic or 
molecular elimination, and often can involve electronic excitation in the reactive 
chemistry. The particular reaction 

CH(2n) + H 2 ~ C H 3 * - C H 2 ( 3 B O + H (la) 
! [ M ] 

C H 3 (lb) 

where M is a third body and the * indicates metastability, demonstrates all of these 
features. Consequently this reaction has been the subject of several different types of 
experimental studies and a variety of theoretical studies as well. 

Experimental kinetics studies have measured the thermal rate constants for 
addition in both directions (1-14). Isotope effects on three variants of reaction (1) 
have been performed (6 -10): 

C D + D 2 - CD 3 * -> C D 2 + D (2a) 
-> C D 3 (2b) 

C H + D 2 ^ CHD 2 * -> C D 2 + H (3a) 
-> C H D 2 (3b) 

0097-6156/92/0502-0048$06.00/0 
© 1992 American Chemical Society 
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4. WAGNER & HARDING Isotope Effects in Addition Reactions in Combustion 49 

C H + D 2 - CHD 2 * -> CD + HD (3c) 
—> CHD + D (3d) 

C D + H 2 — CHD 2 * —> CDH + H (4a) 
-> C D H 2 (4b) 
—> CH + HD (4c) 
—» C H 2 + D (4d) 

The thermal dissociation rate constant (15) for reaction (1) has also been measured. 
Non-kinetics measurements using molecular beams (16-18) have characterized the 
state-resolved reactive and inelastic cross sections for reactions (1) and (3). 
Spectroscopy of C H 3 and all its isotopic variants have been measured with special 
attention (19,20) to the out-of-plane umbrella motion which has quartic 
characteristics. 

Reaction (1) has also been the subject of several theoretical studies and is quite 
accessible to reasonably rigorous theory due to the few number of electrons involved. 
Several of the earliest electronic structure studies pointed out that reaction (1) is the 
simplest reaction with a non-least-motion pathway (21), i.e., CH does not insert into 
H 2 along a C 2 v path. Several ab initio electronic structure studies have mapped out 
the general nature of either the CH + H 2 (21-22) or the CH 2 +H (23) reaction path. 
However, these pioneering studies employed a relatively small basis set and modestly 
correlated wave function, resulting in limited accuracy in the reaction path 
characterization. A l l previous dynamics studies have focused on the calculation of 
rate constants. The earliest study (6) did not have the benefit of electronic structure 
characterizations of the reaction path. The other (23) did employ computed reaction 
path characteristics but examined only the high pressure limit of the reverse reaction (-
la). 

Recently, a new series of theoretical studies (24, 25), of which this is the third, 
have begun to examine the reaction path characteristics (via electronic structure 
calculations) and the kinetics [via Rice-Ramsperger-Kassel-Marcus (RRKM) 
calculations] of reactions (1) - (4). The first study in this series, hereafter called 
Paper I, gave a description of the Multi-Reference Singles and Doubles Configuration 
Interaction (MRSDCI) electronic structure method used and the resulting 
characterization of the fragments C H , C H 2 , C H 3 , H 2 , and the planar C H 2 + H 
addition reaction path at the harmonic level. The high-pressure limiting rate constant 
of reaction (-la) was also provided. The second study in this series, hereafter called 
Paper II, provided a preliminary harmonic description of the CH+H 2 reaction path 
and of the anharrnonic out-of-plane motion along both reaction paths. 

In this paper, a brief review of the electronic structure theory method used in the 
work will be provided. A fuller description of the out-of-plane anharrnonic motion 
will be discussed. Variationally R R K M theory will then be applied to produce rate 
constants for comparison to the experimental results on reactions (1) - (4). 

Details of Electronic Structure Calculations 

As fully described in Papers I and II, all MRSDCI electronic structure calculations in 
this work were performed with the COLUMBUS program system (26). The multi-
reference wavefunction, the configuration interaction, and the basis set will now be 
briefly reviewed. 

The standard multi-reference wavefunction used in these studies is a 
FORS/CASSCF type (27) with 1 inactive orbital (the C(ls) orbital) and 7 active 
molecular orbitals correlating the remaining 7 electrons. This wave function, written 
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50 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

in abbreviated form as (7mo/7e), results in 784 configuration state functions (CSFs), 
an expansion which is well within the capabilities of modern MCSCF methodology. 
At planar geometries, the above reference space reduces to the direct-product wave 
function (6mo/6e)x(lmo/le), because the radical orbital must remain singly occupied 
in order for the total wave function to possess the required A M symmetry. This 
roughly halves the reference expansion length to 364 CSFs. 

The singles and doubles configuration interaction calculations are based on either 
the (7mo/7e) or (6mo/6e)x(lmo/le) reference wavefunction. Configuration 
interaction calculations performed with both reference wavefunctions at selected 
geometries of CH+H2 showed differences that never exceeded 0.1 kcal/mole. A l l 
energy changes due to out-of-plane motion from planar geometries consistently use 
the (7mo/7e) reference in Papers I and II and also here. 

In papers I and II, a Qorrelation-£onsistent polarized yalence jriple zeta (cc-pVTZ) 
orbital basis set (28) was used to characterize the planar reaction path and equilibrium 
reactant and adduct properties at largely a harmonic level. In this paper, extensive 
non-planar, non-harmonic calculations along both reaction paths will be presented. 
Because of the expense of such calculations, a smaller basis set, cc-pVDZ, was used. 
This basis set has dissociation energies for CH3->CH+H2 and the CH3—>CH2+H 
about 3 and 5 kcal/mole smaller, respectively, than the energies for the cc-pVTZ 
basis set which in turn are very close to experiment (as will be discussed later). 
However, the computed reactant frequencies differ by no more than 50 cm" 1, the 
reactant geometries are essentially identical, and the variation from the asymptotic 
value of the potential energy along the reaction path differs by no more than a few 
tenths of a kcal/mole between the two basis sets. Consequently, previous cc-pVTZ 
and current cc-pVDZ MRSDCI calculations will be carefully mixed together in the 
reaction path characterizations used in the rate constant calculations. The absolute 
energetics separating reactants, products, and adducts will be taken from the cc-pVTZ 
calculations. 

In addition to the MRSDCI energies, the use of various multireference Davidson 
corrections (30) has also been examined. Such empirical corrections are used to 
estimate the contributions of higher-order excitations. However, since the reference 
space itself is quite large in the cc-pVTZ calculations, these corrections appear to 
overestimate the importance of higher-order corrections and were not used. In the cc-
pVDZ calculations, these corrections were used and generally gave comparable 
energies to cc-pVTZ where comparisons between the two calculations were made. 

Reaction Path Results 

In order to fully describe the kinetics, the reactants, products, adduct, and all reaction 
paths between them must be described. A l l reactant, product, and adduct theoretical 
descriptions are taken from Paper I and summarized in Table I. The frequencies 
listed in the table are harmonic frequencies. The harmonic representation will be used 
for all vibrational motion except out-of-plane motion along the reaction path. As 
indicated in Table I, the agreement between theory and experiment is quite 
satisfactory. 

The energetics separating adduct, reactants, and products are all taken from the 
cc-pVTZ calculations of Paper I and are summarized in Table II. The energies listed 
in the table all include zero-point corrections, i.e., they are enthalpies at 0 K. In 
computing the zero-point corrections for the theoretical entries to the table the 
harmonic frequencies in Table I are used. Two theoretical entries are listed: one 
labelled "ab initio" and the other "adjusted". The ab initio column is directly 
calculated by the electronic structure calculations described in Paper I. By 
comparison with the experimental J A N A F entries (31) in the table, the directly 
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4. WAGNER & HARDING Isotope Effects in Addition Reactions in Combustion 51 

computed values are one or two kcal/mole below the nominal experimental values 
and only outside the error bars for experiment in the case of the dissociation energy 
for CH3—»CH2+H. The adjusted column represents allowing slight changes in the 
computed energetics in optimizing the agreement in the computed and measured rate 
constants (to be described later). These show only one kcal/mole or less adjustments. 
The small variations between ab initio values and adjusted or experimental values 
testifies to the intrinsic accuracy of the electronic structure calculations and implies no 
more than a 1 % underestimation of the dissociation energies of CH3. 

Table I. Calculated and observed properties of H2, CH, CH2, and CH3 

r e(Â) Oe(deg.) harmonic frequency (cm -1) 
H2: theory 

exp'ta 

CH: theory 
exp't" 

C H 2 : theory 1.082 133.38 3153 3361 1143 
exp'c 1.0766 134.037 2985 3205 963 

CH3: theory 1.0821 120.000 3126 3231,3231 1446,1446 520.0 
exp'td 1.Q790 120.000 3270 3285-3297 1436-1447 495-545 

a B. Rosen, Spectroscopic Data Relative to Diatomic Molecules (Pergamon Press, 
New York, 1970). 
b G . Herzberg and J. W. C. Jones, Astrophys. J. 158, 399 (1969). 
c Bunker, P. R.; Jensen,Per; Kraemer, W. P.; Beardsworth, / . Chem. Phys. 1986, 
85, 3724. 
d Schatz, G. C ; Wagner, A. R; Dunning, Jr., T. H.; J. Physical Chem. 1984, 88, 
221. 

0.745 4185 
0.7412 4401 

1.125 2719 
1.120 2859 

1.082 133.38 3153 
1.0766 134.037 2985 

1.0821 120.000 3126 
1.0790 120.000 3270 

Table II. Calculated and observed reaction enthalpies at 0° Κ 
process theory3 

(ab initio) 
theory3 

(adjusted) 
experiment 
(Ref. 31) 

C H 3 -> CH + H 2 102.7 104.0 105.6 ±4 .4 kcal/mole 
C H 3 -> C H 2 + Η 106.7 107.75 108.3 ± 1.2 
C H 2 + Η -> C H + H 2 4.0 3.75 2.7 ± 5.2 

Zero-point corrections made using harmonic frequencies in Table I. 

The harmonic characterization of the planar reaction paths for CH+H2 or CH2+H 
addition have been described in Papers I and II and in paper II a cursory 
characterization of the out-of-plane motion in both paths was presented. Extensive 
characterizations of the out-of-plane motion have resulted in a somewhat more precise 
description for CH+H2 but a substantially revised description of the entire reaction 
path in the case of CH2+H. This channel is found to have a new-planar reaction path, 
even though CH3, both in experiment and in the calculations, has a planar equilibrium 
structure. The results of these new calculations will be presented below. A more 
detailed account of these results is in preparation. 
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52 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

CH + H 2 Reaction Path 

As discussed in Paper II, the CH+H2 reaction path is planar in the kinetically 
important region but does not follow the least motion C 2 v pathway where the C H 
bond inserts along the perpendicular bisector of the H H bond. Rather, at large 
distance of separation along the reaction path, the CH bond is aligned nearly parallel 
with the H H bond but displaced in the parallel direction with the C atom 
approximately located on the bisector of the HH bond, as in ' — I where the line on 
the left is CH while the line on the right is HH. Unlike this schematic representation, 
the C H and HH bonds are not perfectly parallel to each other. The C H bond has a 
slightly acute and the H H bond has a slightly obtuse angle with respect to the vector 
R between C and the center-of-mass of H 2 and the dotted line in the schematic. Only 
well down into the potential well does the reaction path incorporate the angular 
motion that leads to the symmetric configuration of CH3. 

The out-of-plane motion along the reaction path can be thought of as the dihedral 
motion of the H-C-(center-of-mass of H 2 ) plane relative to the C - H 2 plane, i.e., the 
twirling of the CH bond about the vector R. Schematically, a 180° variation in this 
dihedral angle would correspond to ' · · · I -> | · · · I. If all the other degrees of 
freedom perpendicular to the reaction path are allowed to relax during the much 
slower dihedral motion, then the barrier to this internal rotation would occur at the 
symmetric geometry where the dihedral angle is exactly at 90° and the HH bond is 
perpendicular to the R vector. Calculations of this relaxed barrier to hindered rotation 
have been carried out as a function of R at the cc-pVDZ level. Test calculations at one 
value of R suggest a simple constant plus cosine fit to potential change as a function 
of dihedral angle is reliable. The resulting sinusoidal fits in the vicinity of the reaction 
bottleneck (as discussed later) are displayed as a function of the dihedral angle in 
Figure 1 for various values of R-R e where R e is the value R assumed by C H 3 at 
equilibrium, i.e., 1.02 a<). Generally, the barrier to hindered rotations is small, rising 
above a kcal/mole only for fairly deep penetration along the reaction path. The 
increase in the potential with deviations for planar configurations is always much 
smaller than the decrease in the potential with motion along the reaction path. 
Consequently, even at a dihedral angle of 90°, the potential at every value of R is still 
attractive relative to the CH+H 2 asymptote. The results in Figure 1 are similar to the 
limited results presented in Paper II that are based on cc-pVTZ calculations. 

Given the force constant for harmonic displacements from planarity provided by 
the sinusoidal fits in Figure 1 and the reduced moments of inertia for H 2 and C H 
spinning about the R vector, the harmonic frequency for the torsional approximation 
to out-of-plane motion can be calculated. This frequency, along with the two other 
harmonic frequencies that arise out of free rotation of the reactants, i.e., in-phase and 
out-of-phase bending motion in the plane (presented in Paper II), are displayed in 
Figure 2 as a function of R-R e . The figure has a logarithmic scale to illustrate the 
approximate exponential growth of all the frequencies that correlates to the free 
rotations of the reactants. An exponential growth in these types of frequencies with 
progress along the addition reaction path is often assumed (32) with an exponential 
factor of approximately 1.0 A - 1 . In this case, the factor is between 1.1 to 1.3 A ' 1 . 
The small size of the out-of-plane frequency relative to the other two frequencies is 
another measure of how small the barrier to hindered out-of-plane rotation is. This 
suggests that a free-rotor, rather than torsional, approximation to this motion may be 
closer to the hindered rotor model. 

C H 2 + H Reaction Path 

As presented in Papers I and II, the reaction path for H+CH 2 has C 2 v symmetry 
leading to the equilibrium planar structure of CH3. The deviation from planarity was 
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Figure 1. Plot of the variation of the potential energy surface with out-of-plane 
rotation angle at fixed distances of R-Re for CH+H2 (see text). 
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Figure 2. Plot of the in-plane and out-of-plane frequencies for motion 
perpendicular to the minimum energy path along the CH+H2 or H+CH2 minimum 
energy path as a function of R-Re (defined differently for each path [see text]). 
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54 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

briefly examined in Paper II. The out of plane motion corresponds to changes in the 
angle θ formed by the attacking H, the C, and midpoint between the two H's in C H 2 . 
With this angle at 180°, the system is planar with the C H 2 splayed away from the 
attacking H, placing H+CH2 in a · · · · ( or " Y " spatial configuration. If the angle is 
set to 0°, the system is still planer but an energetically less favorable ( · · · · or 
"arrow" configuration is formed. Calculations discussed in Paper II sampled a sparse 
grid of intermediate values of this angle and determined a monotonie rise in the 
potential as the angle decreased from 180° to 0°. This grid was too sparse to detect a 
decrease in the potential with decreases in the angle in the vicinity of 180°, i.e., a non-
planar reaction path. In this regard, Merkle et al. (23) with a lower quality 
calculations did detect a non-planar reaction path. 

More complete explorations of the out-of-plane geometries with the pVDZ 
calculations indicate that the reaction path is decidedly nonplanar except in the 
immediate vicinity of the equilibrium CH3. In Figure 3, the change in the potential 
energy AW with variation in θ is displayed as a function of the progress along the 
reaction path. That progress is measured by R-R e where R here is the distance of 
attacking Η from C and R e is the value of R at the CH3 equilibrium (i.e., 2.039 ao). 
The values of R-Re are selected to be in the vicinity of the reaction path bottleneck 
(see below). (Note that the symbol R-R e , used for both the CH+H2 and H+CH2 
reactions paths as a measure of progress along the path, has a different definition for 
each path and assumes different values in the kinetically relevant region.) In Figure 
3, the most favorable angle of Η atom attack varies from about 100° at the larger 
distances to about 130° at closer distances along the reaction path, where 180° is the 
planar configuration. The barrier separating the above the plane (i.e., <180°) and 
below the plane (i.e., >180°) attack becomes more pronounced at closer distances but 
is always less than a kcal/mole and, at still closer distances, will decrease to zero as 
the planar CH3 geometry asserts itself. 

While the non-planarity in H+CH2 is surprising, the more kinetically relevant 
feature of Figure 3 is the high barrier to complete rotation posed by the energetically 
unfavorable ( · · · · configuration. This barrier is on the order of seven times larger 
than the barrier between above and below the plane attack. Figure 3 and Figure 1 are 
on the same scale and show that the barrier hindering out-of-plane internal rotation in 
H+CH2 (Figure 3) is about ten times higher than that hindering out-of-plane internal 
rotation in CH+H2 (Figure 1) at the common value ofR (i.e., due to the difference in 
R e values between the two channels, a value of R-R e of 4.0 bohr in Figure 1 
corresponds to that R value where R-R e has a value of 3.0 bohr in Figure 3). 
However, different values of R are in the kinetically important region for the different 
paths. The rate constants calculations described later indicate the kinetically relevant 
range of values of R are those given in Figures 1 and 3 for the same temperature 
range. The shorter values of R correspond to the high end of the common 
temperature range and the larger values of R to the low end of the temperature range. 
In that sense the barriers to out-of-plane motion show approximately the same 
variation over the common temperature range. Like the CH+H2 path, even at the 
barrier at 0°, the potential at every value of R along the H+CH2 pathway is still 
attractive relative to the asymptote. 

For the convenience of the kinetics calculations discussed below, the potential 
energy variations shown in Figure 3 were approximated by a single minimum 
potential of the form: 

ΔΥ(Θ) = .5(V 0 - V i 8 0 ) ( l + cos(0)) + V i 8 0 (5) 
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Figure 3. Plot of the variation of the potential energy surface with out-of-plane 
rotation angle at fixed distances of R-Re for H+CH2 (see text). 
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56 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Here the height of the barrier at 0° and at 180° is, respectively, Vo and Viso- In the 
fitting, the higher and more kinetically limiting barrier at 0° was fixed at its true value 
while the value at 180° was selected to minimize the least squares error between the 
fitted potential and the actual potential in Figure 3. The resulting value of Viso was 
always negative, indicating the effect of the out-of-plane reaction path. Treatment of 
the out-of-plane rotation as single sinusoidal variation about a planar reaction path 
whose energy is corrected by the negative value of Viso allows the use of standard 
hindered rotor representations (33) in the kinetics calculations with negligible error in 
the rate constant (less than 10% by auxiliary calculations). 

The reduced moment for the out-of-plane rotation is constructed from the lowest 
moment of inertia of the C H 2 fragment and the moment of the attacking H about the 
same C H 2 axis used for the lowest C H 2 moment. With the reduced moment and the 
fitted AV in equation (5), a harmonic frequency can be determined and compared to 
the other harmonic frequencies for motion perpendicular to the reaction path. In 
computing these other frequencies, the true out-of-plane reaction path is used, 
producing frequency values slightly different from those displayed in Papers I and II. 
The resulting comparison of frequencies is displayed in Figure 2 along with the 
analogous frequencies for CH+H2 previously discussed. As the figure shows, the 
out-of-plane frequency is smaller, but not much smaller, than the other frequency 
evolving out of free rotations of the fragments. Both frequencies are growing 
approximately exponentially with respect to progress along the reaction path with an 
exponential factor similar to that in CH+H2. Comparison of the frequencies for the 
two paths show the out-of-plane frequencies have a nearly common R dependence. 
On the other hand, the other frequencies for the two paths show larger values for the 
CH+H2 path than for the H+CH2 path at a given value of R-Re-

Because CH+H2 has three frequencies arising out of free rotation of the 
fragments while H+CH2 has only two and because there is not a complete 
predominance in size of frequencies of one path over the other, it is not clear from the 
frequencies alone which channel is tighter, i.e., more sterically hindered. The most 
relevant feature of steric hindrance shown in Figure 2 is the absolute value of R-Rc 
for the two channels. For the H+CH2 paththe values are larger, indicating that, in the 
kinetically important regions of the reaction path, the H+CH2 path is more extended, 
with consequently lower frequencies and higher moments of inertia, and in that sense 
is less sterically hindered than the CH+H2 path. Although both paths show no 
barriers, the H+CH2 path for simple bond fission goes more rapidly down hill than 
the CH+H2 molecular rearrangement path, leading to larger values of R-R c in the 
kinetically relevant regions. 

Details of Dynamics Calculations 

Given the calculated addition reaction path energetics, structure, and harmonic 
frequencies or hindered rotational barriers reported above or in Papers I and II, the 
thermal addition rate constants for reactions (1) - (4) can be calculated with variational 
R R K M theory (34,35). R R K M theory uses a steady state expression for the 
temperature and pressure dependent rate constant for reactant loss. This expression 
involves rates for complex formation, e.g., CH+H2~*CH3*, complex decay back to 
reactants, e.g., C H 3 * - » C H + H 2 , complex decay on to products, e.g., 
CH3*->CH2+H, and stabilization of the complex, e.g., CH3*+M-»CH3+M (from 
which the pressure dependence arises). While empirical or adjustable stabilization 
rates must be provided, R R K M theory provides a statistical, transition-state-theory
like expression for all the other rates in terms of a ratio of partition functions at the 
transition state and at the reactants times a rate of crossing through the transitition 
state. A variational R R K M approach is required for there are no potential energy 
barriers to addition along either pathway to locate the transition state and therefore its 
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4. WAGNER & HARDING Isotope Effects in Addition Reactions in Combustion 57 

location must be varied along the reaction path until the most constraining, and 
therefore optimum, location (i.e., the reaction bottleneck) is found. There are five 
features to the R R K M calculations reported here that are described below. 

First, a canonical, rather than micro-canonical, variational R R K M theory was 
carried out. This means that the reaction botdeneck was located for each reaction path 
(including all isotopic variations) as a function of temperature. A more rigorous 
location of the bottleneck as a function of total energy Ε and total angular momentum 
J has not yet been done. 

Second, explicit summation over the total angular momentum was included in the 
calculations in order to be sensitive to the changes in extension of the geometries of 
the reaction bottlenecks for the different reaction paths. The quantum number Κ for 
the projection of J on the principal axis of C H 3 * was treated as active. 

Third, the influence of the buffer gas M was treated in an analytic way (36) that 
approximates the rigorous Master Equation description of the effect of the buffer gas. 
In this approximate approach, an effective rate constant for buffer-gas collision-
induced stabilization of metastable CH3* to thermalized CH3 is derived from a gas 
kinetic rate constant (using approximate Lennard-Jones parameters (37)) modified by 
a scaling constant γ that is a function of AE t o t , the average energy lost per collision of 
CH3* with M . The scaling constant is derived from analytic solutions to a simplified 
Master Equation model in which only one unimolecular decay route (not two as in 
CH3) is available. There is no direct measurements of AEiot and in the calculations it 
is used as a temperature and isotopically independent adjustable constant. The 
significant approximations used in the treatment of the buffer gas are probably 
partially remedied by the adjustable value of Δ Ε ^ . 

Fourth, the treatment of the out-of-plane motion was determined by preliminary 
calculations of the high pressure limit to CH3 addition along both pathways. Since 
the high pressure limiting rate constant is reached only at pressures where every 
adduct formed is stabilized, it is sensitive only to the addition reaction path 
characteristics, not to any competing pathways for adduct unimolecular decay or to 
the properties of the adduct itself. For CH+H2, negligible variation in the rate 
constant (<5%) between an free or hindered rotor treatment of the out-of-plane 
motion was found while both treatments differed substantially from a harmonic 
torsional treatment. This is consistent with the very low barriers to hindered rotation 
seen in Figure 1. In the R R K M calculations, a free rotor treatment was used 
throughout. For H+CH2, a similar agreement between the three models was seen at 
lower temperatures but, between about 1000 Κ to 3000 K, the hindered rotor 
treatment becomes more similar to the torsional treatment. This is also consistent 
with the high barriers to hindered rotation seen in Figure 3. In the R R K M 
calculations, a hindered rotor treatment was used throughout. 

Fifth and last, while the variation of energy, structure, and frequencies were not 
changed from the calculated values, as was described above, the asymptotic, zero-
point corrected dissociation energies were varied to obtain best agreement with 
experiment. For the addition rate constants discussed below, the only asymptotic 
energetics important is the difference between the energies for CH3 dissociation to 
CH+H2 and H+CH2. As listed in Table II, the adjustment decreased the directly 
computed value by 0.25 kcal/mole. The exact value of the dissociation energy for 
any one channel is only sensitive to the thermal dissociation rate constant. Although 
that rate constant will not be discussed here, an increase of 1.0 kcal/mole brings the 
computed dissociation rate constant into good agreement with the measured rate (15). 
This is the value used in the calculations discussed below and the adjusted value listed 
in Table II. The resulting adjusted values lie within the JANAF error bars (31). The 
very minor changes between directly computed and adjusted values testifies to the 
accuracy of the electronic structure calculations. 
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58 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Kinetics Results and the Comparison to Experiment 

The results presented here will concentrate on the isotope effects in thermal rate 
constants, in particular the addition rate constants of CH+H2 and its isotopic variants 
as written in reactions (1) - (4). Not only is the experimental record available for 
comparison for these particular reactions but they show all the most important isotope 
effects. In principle, both temperature and pressure variations of the addition rate 
constant can be examined. However, the isotope effects are most clearly brought out 
with the temperature variation of the rate constant at a fixed pressure of buffer gas. 
The experimental record is the most complete in this regard also and in all cases argon 
was the buffer gas used. Therefore the theoretical results will focus on the 
temperature variation of the rate constant at a fixed argon pressure. The results 
obtained below are similar to those obtained by Berman and Lin (6) who did not have 
access to reaction path characterizations from electronic structure calculations. 

Discussion of: (1) the pressure dependence of the addition rate constant, (2) the 
addition rate constant from the H+CH2 direction, and (3) the thermal dissociation rate 
constants will be presented elsewhere in a fuller discussion of all the kinetics. In the 
case of H+CH2 addition or CH3 dissociation rate constants, no isotope effects have 
been measured. 

CH+H2 and Isotopic Variants 

The CH+H2 addition rate constants have received the most experimentally complete 
study of any of the thermal rate constants of the C H 3 system and its isotopic analogs. 
Three different rate constant measurements (6, 7, and 9) as a function of inverse 
temperature at a fixed pressure of argon of either 4 or 100 torr are represented in 
Figure 4. The calculated rate constants for two different values of AE t o t are also 
displayed in the figure. The comparison between the theory and experiment is 
excellent. Both display a decline of the rate constant with increasing temperature for 
the lower temperatures. Theory confirms that this decline is due to the dominance of 
buffer-gas stabilized C H 3 as the reaction product. As the temperature increases, the 
excess energy content of the initially formed metastable C H 3 * increases and the 
buffer gas can not effectively drain away the excess energy in competition with 
unimolecular decay back to the reactants. Consequently, the rate constant declines 
with temperature. However, at the higher temperatures, the dominant reaction 
product becomes H+CH2, which is 3.75 kcal/mole endoergic (see Table II) and thus 
is activated by higher temperatures. A decrease in the fixed pressure dramatically 
lowers the rate constant for themalized C H 3 formation but does not effect 
substantially the rate constant for H+CH2 formation, a process that can proceed, at 
high enough temperature, at zero pressure. The low pressure measurements of 
Becker et al. (9) in particular most clearly expose the atomic bond fission product 
channel over the largest range of inverse temperature space. 

The value of AEiot most optimal for agreement to experiment for CH+H2 and also 
for the other isotopic variations lies between about -50 to -75 cm - 1 . This is somewhat 
lower than measurements of this quantity for other, generally much larger, metastable 
adducts being stabilized by argon (38). However, C H 3 is a small adduct with only 
one low frequency vibrational mode and is therefore not too similar to systems for 
which measurements have been performed. At least one other small adduct with no 
low frequency vibrational modes, HCO, has required similar low values for AE t o t in 
order to obtain optimal agreement between theory and experiment for H + C O ^ H C O 
thermal rate constants (39). 

The CD+D2 addition rate constants have been studied by two separate 
experiments (6, 10) and the resulting addition rate constant as a function of inverse 
temperature is displayed in Figure 5 for a fixed pressure of argon at 100 torr. The 
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Figure 5. The thermal addition rate constant for C D + D 2 as a function of 
temperature at a fixed 100 torr pressure of Ar buffer gas. 
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60 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

theoretical results, using the same values of AEtot used in CH+H2, are also displayed 
on the figure. The theory and the experiment are in good agreement and both indicate 
that the rate constant has a temperature dependence very similar to that of CH+H2. 

At a fine level of comparison between theory and experiment, it would appear that 
the high temperature increase in the rate constant due to the production of D+CD2 is 
occurring at a slightly lower temperature than that indicated by the experiments of 
Stanton et al. (10). The variation in the calculations for different values of AE t o t 
indicates that only massive and unrealistic changes in this value from that used for the 
CH+H2 system could effect an improvement between theory and experiment. The 
agreement with experiment could be improved by a slight (-0.25 kcal/mole) increase 
in the endothermicity for CD+D2->CD2+D. However such an increase would also 
push to higher temperatures the rate constant increase in CH+H2 to such an extent 
that the calculated rate constant would fall below the error bars at high temperature in 
the Becker et al. experiment (9). If one accepts that the theory is correctly 
determining small variations between isotopes, then the results in Figures 5 and 6 
could be interpreted as indicating a small inconsistency between the experiments of 
Becker et al. and Stanton et al. A further interpretation would be that the experiments 
of Stanton et al. may slightly underestimate the rate constant at higher temperatures. 
This interpretation is relevant to the following isotopic variation. 

For CH+D2, the only rate constant measurements over a variety of temperatures 
is by Stanton et al. at a fixed pressure of 20 torr of argon. The results, along with the 
theoretical calculations, are displayed in Figure 6. As can be seen from the figure, the 
temperature dependence of the rate constant changes dramatically from that of the 
fully protonated or deuterated system. This is due to the fact that this isotopic variant 
has two additional product channels, as detailed in reaction (3). One of those 
products, CD+HD, is an exoergic isotope exchange that requires no pressure or 
temperature activation. The theoretical calculations show that at the lower 
temperatures in the figure, this process completely dominates. There is almost no 
influence of pressure on the results, and, consequently, almost no influence of AEt0t, 
because this isotope exchange can proceed at zero pressure. The rate constant at low 
temperatures does not fall with temperature, as in CH+H2 or CD+D2, because adduct 
stabilization is not an important channel. In this lower temperature region, the theory 
and experiment agree. At higher temperatures, the theory predicts that H+CD2 
becomes a product channel competitive with isotope exchange. (The other triatomic 
product channel, D+CHD, is 1.5 kcal/mole more endoergic and over the temperature 
range displayed is always a trace product.) This endoergic channel is activated by 
temperature giving rise to the increase of the rate at higher temperatures for the same 
reasons found in the other isotopic variants. The experimental results show no clear 
evidence of this increase in the rate constant and tends to grow somewhat noisier at 
the higher temperatures. As in the case of CD+D2, the atomic bond fission channel 
could be made more endoergic, delaying its appearance in the temperature dependence 
of the addition rate constant to much higher temperatures. However, even massive 
changes in the endoergicity would lower but not eliminate the disagreement between 
theory and experiment at high temperatures. Since the atomic bond fission channels 
and the isotope exchange channel compete with each other, the calculations indicate 
that elimination of the atomic bond fission channel by artificially increasing its 
endoergicity will also have the effect of increasing the rate constant for isotope 
exchange. While the overall rate will decline, the calculated rate constant will still lie 
above the measured rate constant at the higher temperatures. An interpretation of this 
discrepancy is that the Stanton et al. measurements tend to somewhat underestimate 
the rate at higher temperatures in both CH+D2 and in CD+D2. 

For CD+H2, the measured rate constant consists of one value at room temperature 
in 100 torr of argon (6). This result and the calculated rate constant over the full 
temperature range are displayed in Figure 7. The calculations fall below the measured 
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Figure 6. The thermal addition rate constant for CH+D2 as a function of 
temperature at a fixed 20 torr pressure of Ar buffer gas. 
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Figure 7. The thermal addition rate constant for CD+H2 as a function of 
temperature at a fixed 100 torr pressure of Ar buffer gas. 
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62 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

value by about 10% to 20%. Consideration of the scatter found in the measured data 
as a function of temperature in the other isotopic variants (Figures 4-6) suggests this 
small difference is probably not significant. The overall theoretical temperature 
dependence is very similar to that of CH+D2. Both CD+H2 and CH+D2 have four 
product channels, i.e., reactions (4) and (3), respectively, and have similar 
temperature dependences for the same reason. In CD+H2, the simple isotope 
exchange to CH+HD is slightly endoergic. At quite low temperatures then, the 
product is dominated by C D H 2 product formation. In CH+D2, at such low 
temperatures, the isotope exchange process dominates. 

The remaining two other isotopic variants of CH+H2, namely CH+HD and 
CD+HD, have never been examined experimentally. These two sets of reactants 
sample reactions (3) and (4) from a direction different from that written. No 
theoretical results will be presented, but the temperature dependence at fixed pressure 
is very similar to that of CH+D2 and CD+H2 for related reasons. 

Conclusion 

Isotopic variations in the addition thermal rate constants for CH+H2 have been 
calculated and compared to experiment using variational R R K M theory and an ab 
initio electronic structure characterization of the reaction paths CH+H2 and H+CH2 
and their isotopic variants. In general the agreement is good. Both theory and 
experiment clearly distinguish the change in character between the mixed isotope 
additions, i.e., CH+D2, and the fully protonated or deuterated additions. The 
consistency of agreement over all the isotopic variations suggests several of the 
experimental measurements may have somewhat underestimated the rate constant. 
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Chapter 5 

Hydrogen Isotope Effects in Chemical 
Reactions and Photodissociations 

Β. Katz1 and R. Bersohn2 

1Department of Chemistry, Ben Gurion University of the Negev, 
Beersheba, Israel 

2Department of Chemistry, Columbia University, New York, NY 10027 

A review is presented of recent results on the 
cross section and energy release in the exchange 
coll is ions of fast hydrogen atoms with deuterium 
containing molecules and reactions in which 
neutral atoms attack HD. The cross sections for 
the H + D2 reaction at different energies are 
in excellent agreement with theoretical values 
based on classical trajectories on an ab initio 
surface. With the use of polarized l ight to 
generate Η atoms the reactions H + MD4 --> D + 
MD3H (M=C,Si) are proven to proceed v ia an 
inversion mechanism. A review is also presented 
of recent results on the atomic H/D ratios and 
energy release observed in the photodissociation 
of par t ia l ly deuterated molecules such as HDO, 
HCCD and CHnD4-n (n=l,2,3). There is always 
a preference for H atom release either because 
i t s wave function is more diffuse or it tunnels 
more easily or it forms sl ight ly weaker bonds 
than does D. 

I. Hydrogen Isotope Effects in Exchange Reactions and Attack of 
Neutral Atoms on HD 
Experimental Methods* The experiment i s e s s e n t i a l l y a pump and 
probe e x p e r i m e n t ( l ) . The pump i s an exc imer l a s e r wh ich produces H 
atoms by p h o t o d i s s c c i a t i o n o r a dye l a s e r wh ich produces e x c i t e d 
atoms and t h e probe i s a l a s e r wh ich e x c i t e s hydrogen atoms t o t h e 
2p s t a t e a t a wavelength of 121.6 nm. The l a t t e r l i g h t i s genera ted 
b y a n o n l i n e a r f o u r wave m i x i n g p r o c e s s . I n e a r l i e r work (1) t h i r d 
harmonic g e n e r a t i o n was used i n wh ich 364.8 nm l i g h t genera ted by an 
exc imer pumped dye l a s e r was focused i n k r y p t o n g a s ( 2 ) . More 
r e c e n t l y t h e development of bar ium metaborate (BBO) c r y s t a l s has 
p e r m i t t e d t h e use of a more e f f i c i e n t f o u r wave m i x i n g p r o c e s s . 
L i g h t at 212.6 nm i s focused i n t o a K r c e l l v i r t u a l l y e x c i t i n g a two 
photon t r a n s i t i o n i n t h e K r atom. S i m u l t a n e o u s l y 845 nm l i g h t i s 

0097-6156/92/0502-0066$06.00/0 
© 1992 American Chemical Society 
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5. KATZ & BERSOHN Hydrogen Isotope Effects 67 

focused a t t h e same p o i n t g e n e r a t i n g by a 2 UJ - CJ p rocess t h e 
d e s i r e d 121.6 nm l i g h t . The second moment o r t h e f l u o r e s c e n c e 
e x c i t a t i o n cu rve y i e l d s <v > where ζ i s t h e a x i s o f t h e p r o b i n g 
l i g h t . By a d j u s t i n g t h e p o l a r i z a t i o n o f t h e pumping l i g h t , cpe can 
o b t a i n a l l t h r e e averages , <v >, <v > and < ν χ >. I n 
t h i s way one ex termines t h e a n i s o t r o p y ( i f any) o f t h e v e l o c i t y 
d i s t r i b u t i o n and t h e t o t a l k i n e t i c energy. 

Exchange Reaction: H + D 2 * B i m o l e c u l a r exchange r e a c t i o n s i n t h e 
gas phase a r e o f fÀardamerrcal importance i n m o l e c u l a r dynamics . T h i s 
i s even more t r u e when hydrogen atoms appear i n t h e r e a c t i o n as b o t h 
r e a c t a n t s and p r o d u c t s . The s i m p l e r t h e r e a c t i o n t h e l e s s d i f f i c u l t 
i t i s t o c o n s t r u c t a p o t e n t i a l su r f ace f o r t h e r e a c t i o n and t o use 
i t f o r c a l c u l a t i n g obse rvab les such as c r o s s s e c t i o n s and 
t r a n s l a t i o n a l energy r e l e a s e . R e c e n t l y (3) we have measured t h e 
a b s o l u t e c r o s s s e c t i o n s o f some o f t h e e lementary r e a c t i o n s 
i n v o l v i n g t h e exchange o f H f o r D. The H + D_ r e a c t i o n and i t s 
i s o t o p i c v a r i a n t s , t h e s i m p l e s t o f a l l A + BC r e a c t i o n s , have been 
e x t e n s i v e l y i n v e s t i g a t e d r e c e n t l y . The groups o f V a l e n t i n i (4) and 
Zare(5) have r e c e n t l y shown t h a t t h e HD p roduc t has l i t t l e 
r o t a t i o n a l e x c i t a t i o n a t low c o l l i s i o n e n e r g i e s . A s t h e c o l l i s i o n 
energy i s i n c r e a s e d h i g h e r J s t a t e s s t a r t t o be p o p u l a t e d . The 
reason i s t h a t a t h i g h e r c o l l i s i o n e n e r g i e s t h e a t t a c k i n g H atoms 
can r e a c t a t l a r g e r ang les away from t h e l i n e a r c o n f i g u r a t i o n wh ich 
i s t h e lowes t energy p a t h o f t h i s r e a c t i o n . F o r t h e same reason t h e 
c r o s s s e c t i o n becomes l a r g e r as t h e c o l l i s i o n energy i s i n c r e a s e d 
above t h e t h r e s h o l d v a l u e . There i s f i n e agreement between t h e c r o s s 
s e c t i o n s measured a t f o u r d i f f e r e n t e n e r g i e s (6) and t h e o r e t i c a l 
v a l u e s based on c l a s s i c a l t r a j e c t o r i e s r u n on an ab i n i t i o p o t e n t i a l 
s u r f a c e ( 7 ) . (F igu re 1) We have another (unpublished) i n d i c a t i o n t h a t 
a t h i g h e r c o l l i s i o n e n e r g i e s t h e r e a c t i o n p a t h i s no longe i 
c o l i n e a r . A t c o l l i s i o n ene rg i e s o f about 1.2 eV we found some 
c o r r e l a t i o n between t h e v e l o c i t i e s o f r e a c t a n t H and p roduc t D 
atoms. However a t c o l l i s i o n ene rg i e s o f about 2 .2 eV we c o u l d no t 
observe any such c o r r e l a t i o n . 

Exchange Reaction: H + DOCD and CgD^ 

The exchange r e a c t i o n s o f f a s t ( l eV) H atoms w i t h t h e 
unsa tu ra t ed molecu les DOCD and C_D 4 migh t be expec ted t o proceed 
by an a d d i t i o n f o l l o w e d by i n t e r n a l v i b r a t i o n a l r e d i s t r i b u t i o n and 
e v e n t u a l u n i m o l e c u l a r e j e c t i o n o f a D atom. (Xir main f i n d i n g i s t h a t 
no l o n g l i v e d complex i s i n v o l v e d . (8) The ev idence i s t h a t t h e 
p roduc t D atoms from c o l l i s i o n s o f H w i t h DOCD o r 

CCD have a lmos t t h e same energy, wh ich i s about 40% o f t h e 
t i a l H atom k i n e t i c energy. A l s o , f o r DOCD, t h e v e l o c i t i e s o f t h e 

l e a v i n g D atoms were c o r r e l a t e d w i t h t h e v e l o c i t i e s o f t h e i n c i d e n t 
H atoms. A t low ene rg i e s t h e i n i t i a l e x p e c t a t i o n s o f complex 
fo rma t ion must s t i l l be t r u e . 

Exchange Reaction: H + MD^, H + MHD^, M = C,8i 

Almos t 30 y e a r s ago s e v e r a l groups (9,10) s t u d i e d t h e r e a c t i o n 
o f "ho t" ( fas t ) t r i t i u m atoms w i t h CH. and CD. and conc luded 
t h a t a b s t r a c t i o n t o form ΗΓ had a lower t h r e s h o l d t n a n exchange t o 
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Figure 1. Cross section (X 2 ) as a function of relative kinetic energy (eV) for the 
H + D 2 reaction. 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
8,

 1
99

2 
| d

oi
: 1

0.
10

21
/b

k-
19

92
-0

50
2.

ch
00

5



5. KATZ & BERSOHN Hydrogen Isotope Effects 69 

form CHJT o r C D 3 T . The b a r r i e r t o exchange was about 1.5 eV. The 
mechanism o f t h e exchange, t h a t i s , whether i t was a d i r e c t t h r e e 
c e n t e r p rocess o r an i n v e r s i o n i n v o l v i n g a l l atoms o f t h e molecu le 
c o u l d no t be de termined. Today u s i n g l a s e r s i t i s p o s s i b l e t o 
reexamine t h i s r e a c t i o n and t o prove d e f i n i t i v e l y t h a t a t l e a s t a t 
2 . 1 eV t h e exchange i n v o l v e s an i n v e r s i o n . 

A l l exchange r e a c t i o n s w i t h o p t i c a l l y a c t i v e mo lecu le s o f t h e 
form CHXYZ where Χ,Υ,Ζ a r e h e a v i e r groups r e s u l t i n r e t e n t i o n o f 
c o n f i g u r a t i o n w h i c h means t h a t i n v e r s i o n does n o t t a k e p l a c e . 
N e v e r t h e l e s s when a l l f o u r l i g a n d atoms a r e hydrogen atoms t h e 
b a r r i e r t o i n v e r s i o n s h o u l d be much l o w e r . T h i s i s p a r t i c u l a r l y t r u e 
f o r S i D . wh ich i s a f l o p p i e r molecu le t h a n CD. w i t h weaker bonds 
(92 k c a l / m o l f o r S i - D v e r s u s 98 k c a l / m o l f o r C - D . F o r b o t h CD. and 
S i D . t h r e e obse rvab les o f t h e r e a c t i o n were measured a t an average 
2 . 1 eV c o l l i s i o n energy, t h e r a t e c o e f f i c i e n t , t h e average k i n e t i c 
energy o f t h e p roduc t D atoms and t h e a l ignment o f t h e v e l o c i t y o f 
t h e p roduc t D atoms when t h e r e a c t a n t H atom v e l o c i t y was 
a l i g n e d . ( 1 1 , 1 2 ) 

The H atoms were genera ted by p h o t o d i s s o c i a t i n g I L S a t 193.3 
nm. The H atoms so produced have a sp read o f e n e r g i e s (13) b u t t h e 
average energy i s g 2 . 1 eV. W h i l e 63% o f t h e H atoms have t h e maximum 
speed o f 2.09x10 cm/s , t h e average speed i s 1.94x10 . F o r t h e - H 
+ S i D ^ r e a c t i o n t h e r a t e c o e f f i c i e n t found was (0.70+0.07)xlO~ 6 

molec" s~ . D i v i d i n g by t h e average r e l a t i v e speed o f 1.94x10 
cm/s , one o b t a i n s a c r o s s s e c t i o n o f (0.36+0.03) A . T a b l e I l i s t s 
t h i s and o t h e r c r o s s s e c t i o n s measured by t h e same method. 

T a b l e I . C ross S e c t i o n s f o r Hydrogen I so tope Exchange R e a c t i o n s 
2— 

M o l e c u l e R e l a t i v e Energy (eV) Cross S e c t i o n (A ) 
HD 0.82 0.48+0.05 
HD 1.47 0.60+0.04 
HD 1.86 0.68+0.09 
D 2 

0.87 0 . 8 8 ± 0 . 1 2 

° 2 1.57 1.28+0.09 
1.97 1.27+0.14 

Dt 2.70 1.25+0.12 
DOCD 1.0 1.69+0.22 
O L C C D 1.0 0.50+0.15 

S A 
1.0 1.85+0.20 
1.0 1.10+0.14 
2 .1 0.084+0.015 

a c D 2 .1 0.040+0.015 
s i r ) 2 . 1 0.36+0.03 
S i H p 2 .1 0 . 1 7 ± 0 . 0 3 

Two impor tan t p o i n t s emerge from t h e c r o s s s e c t i o n d a t a . The 
c r o s s s e c t i o n s o f S i D 4 and S i E I L a r e about a f a c t o r o f f i v e 
l a r g e r t han those o f t h e œ r r e s p o n d i n g methanes. T h i s sugges t s , as 
one would assume from i t s s m a l l e r f o r c e c o n s t a n t s , t h a t t h e b a r r i e r 
f o r exchange i n s i l a n e i s much lower t h a n i n methane. A l s o t h e c r o s s 
s e c t i o n s f o r MEfL were about one h a l f o f those f o r MD . T h i s i s 
an argument f o r t h e i n v e r s i o n mechanism. I f t h e r e a c t i o n had been a 
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70 I S O T O P E E F F E C T S I N G A S - P H A S E C H E M I S T R Y 

f r o n t s i d e a t t a c k w i t h o u t i n v e r s i o n , t h e c r o s s s e c t i o n f o r exchange 
would have been expected t o be p r o p o r t i o n a l t o t h e number o f 
deu te rons . 

The s t r o n g e s t argument f o r an i n v e r s i o n mechanism i s d e r i v e d 
from o b s e r v a t i o n o f a v e l o c i t y a l ignment o f t h e D atoms when t h e H 
atom v e l o c i t i e s a r e a l i g n e d . When a h y d r i d e mo lecu l e i s d i s s o c i a t e d 
b y p o l a r i z e d l i g h t , t h e a n g u l a r d i s t r i b u t i o n o f t h e v e l o c i t i e s i s 
g i v e n b y : 

f(8v,E) = (V41TH1 + / ^ ( c o s t f ^ ) } W 

where Ô _ i s t h e ang le between t h e v e l o c i t y o f t h e H atom 
fragment and t h e e l e c t r i c v e c t o r o f t h e d i s s o c i a t i n g l i g h t . f& i s 
t h e a n i s o t r o p y parameter o f t h e H atom v e l o c i t y d i s t r i b u t i o n . I n 
o r d e r t o o b t a i n t h e angu l a r d i s t r i b u t i o n o f t h e v e l o c i t i e s o f t h e 
p roduc t D atoms, we need t o i n t e g r a t e o v e r a l l i n i t i a l d i r e c t i o n s o f 
t h e H atom v e l o c i t i e s . U s i n g t h e Iegendre p o l y n o m i a l a d d i t i o n 
theorem, one f i n d s 

< P 2 < ° 0 s Ô V , E ) > - < V o o e 0 v , v ' > P 2 ( o o e 0 v ' , E > ( 2 ) 

ν ' i s t h e v e l o c i t y o f t h e D atom, Q , i s t h e a n g l e between t h e 
Η and D atom v e l o c i t i e s and 0 , _ i s v t n e ang le between t h e D atom 
v e l o c i t y and t h e e l e c t r i c v e c t X r i ohus t h e a n g u l a r d i s t r i b u t i o n o f 
t h e v e l o c i t y o f t h e D atom i s 

f(dv, fE) - (1/4ΤΓΗ1 + /2 d P 2 (CO S 0 v / / E ) } (3) 

" ^ Z 3 D - / 3 H < P 2 ( O O S ^ V , V > > < 4 ) 

There fo re t h e p roduc t angu l a r d i s t r i b u t i o n w i l l be a n i s o t r o p i c o n l y 
i f b o t h t h e r e a c t a n t angu l a r d i s t r i b u t i o n and t h e d i f f e r e n t i a l c r o s s 
s e c t i o n a r e a n i s o t r o p i c i . e . i f b o t h f a c t o r s i n B q . (4) a r e d i f f e r e n t 
from z e r o . Assuming t h a t t h e a n i s o t r o p y parameter i s independent o f 
t h e speed, t h e v e l o c i t y d i s t r i b u t i o n f u n c t i o n can be f a c t o r e d i n t o a 
p roduc t o f a speed d i s t r i b u t i o n f u n c t i o n and an a n g u l a r d i s t r i b u t i o n 
f u n c t i o n . By ave rag ing ove r t h e d i s t r i b u t i o n f u n c t i o n g i v e n above, 
one can show t h a t t h e a n i s o t r o p y p a r a m e t e r s a n d /3 D can be 
measured from t h e second moments o f t h e f l u o r e s c e n c e e x c i t a t i o n 
cu rves a s shown i n F i g u r e 2 . The average squares o f t h e v e l o c i t y 
cxxiponent p e r p e n d i c u l a r and p a r a l l e l t o t h e Ε v e c t o r a r e : 

<v„ 2> = <V 2><l/3+2/3 /15} (5a) 
< V X S = < V % { 1/3-/9/15} (5b) 

S o l v i n g these equa t ions one f i n d s t h a t t h e average k i n e t i c energy i s 

m<v2>/2 =™{<νχχ
 2 + 2 < ν χ

2 > } / 2 (6) 

and t h e a n i s o t r o p y parameter i s 

β = 5 { < v n

 2 > - < ν χ

2 > ) / < ν 2 > . (7) 
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5. KATZ & BERSOHN Hydrogen Isotope Effects 71 

-5 0 5 
Dttuning (wave number) 

m c 
Φ 

- 2 0 2 4 
Detuning (wave number) 

Figure 2. Η and D atom fluorescence excitation spectra taken 100 ns after 
irradiation of a mixture of S iD 4 and H-S with polarized 193 nm light. The solid 
and dotted lines are the spectra obtained when the probing laser is perpendicular 
and parallel, respectively, to the Ε vector of the dissociating light. Al l four curves 
have equal areas. (Reproduced with permission from ref. 12. Copyright 1991 
American Institute of Physics.) 
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72 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

A s an example o f t h e above equa t ions , f o r I L S d i s s o c i a t e d by 
p o l a r i z e d 193 nm l i g h t / 3 H = -0 .82+0.08 . F o r t h e D p roduc t atoms 
from t h e r e a c t i o n o f H atoms w i t h S i D . we o b t a i n e d β Q = 
-0 .72+0 .35 . The r e a c t i o n a n i s o t r o p y may be d e f i n e d a s 
<P (cos θ ν ν , ) > = / 3 r / / 3 H - F o r H + S i D t h e a n i s o t r o p y i s 
0.88 w h i c h ' l e a d s t o a t y p i c a l s c a t t e r i n g ang le o f 16 . Fog Η + 
C D . , β was -0.53+0.28 i m p l y i n g a t y p i c a l a n g l e o f 25 . The 
f i n d i n g t h a t t h e v e l o c i t i e s o f t h e Η and D atoms a r e i n t h e same 
d i r e c t i o n i s c o n s i s t e n t w i t h t h e i n v e r s i o n mechanism. The a l ignment 
exper iment r u l e s o u t t h e p o s s i b i l i t y t h a t t h e mechanism i s a d i r e c t 
f r o n t a l a t t a c k by t h e Η atom on t h e S i - D o r C-D bond. Such a 
mechanism would have r e s u l t e d i n l a r g e r s c a t t e r i n g a n g l e s making t h e 
r e a c t i o n a n i s o t r o p y s m a l l o r even n e g a t i v e . I n summary, t h e f i n d i n g s 
t h a t a) t h e c r o s s s e c t i o n o f Η + MEfL i s about t w i c e p e r channe l 
t h a t o f Η + M D . , b) t h e D p roduc t i s e j e c t e d i n t h e same d i r e c t i o n 
as t h e r e a c t a n t Η atoms and c) most o f t h e a v a i l a b l e energy remains 
as p roduc t D t r a n s l a t i o n a l l suppor t t h e i n v e r s i o n mechanism. 

Isotopic Competition: P+BD. The F + YL r e a c t i o n has been t h e 
s u b j e c t o f numerous s t u d i e s because i t i s an impor tan t r e a c t i o n i n a 
c h e m i c a l l a s e r . P o t e n t i a l su r f ace s have been c a l c u l a t e d f o r 
i t . (14,15) The r e a c t i o n i s exothermic by about 32 K c a l / m o l and has a 
b a r r i e r f o r r e a c t i o n o f about 1 K c a l / m o l . (14) There fo re many s o r t s 
o f t r a j e c t o r i e s w i l l be r e a c t i v e wh ich makes i t h a r d t o d e s c r i b e 
w i t h a s i m p l e p i c t u r e . Because we have a r e l i a b l e method o f 
measur ing t h e H and D f l uo re scence e x c i t a t i o n s p e c t r a , we s t u d i e d 
t h e b r a n c h i n g r a t i o o f t h e r e a c t i o n o f F atoms w i t h HD: 

F + HD —> FD + H (8a) 
F + HD —> FH + D (8b) 

The r a t i o o f t h e y i e l d s o f r e a c t i o n (8a) t o r e a c t i o n (8b) was 
measured a t t h r e e d i f f e r e n t c o l l i s i o n e n e r g i e s . R e a c t i o n (8b) has a 
l a r g e r r a t e cons t an t t h a n (8a ) . T h i s e f f e c t i s an a spec t o f 
dynamica l s t e r e o d i e m i s t r y ( 2 6 ) . The t h r e e r a t i o s o b t a i n e d were 
0.75+0.05, 0.94+0.03 and 0.94+0.03 a t r e l a t i v e e n e r g i e s o f 4 .5+2.2 , 
6.05+2.50 and 8.3+3.3 K c a l / m o l r e s p e c t i v e l y . We found t h a t t h e 
dominant e f f e c t g i v i n g r i s e t o t h e unequal b r a n c h i n g r a t i o i s t h e 
s h i f t o f t h e c e n t e r o f mass o f HD from i t s c e n t e r o f charge . W h i l e 
t h e H/D r a t i o observed f o r r e a c t i o n w i t h room temperature HD i s l e s s 
t h a n one, f o r t h e J=0 s t a t e o f HD t h e r a t i o i s p r e d i c t e d t o be 
g r e a t e r t han one (15) . 

F o r a r o t a t i o n l e s s HD molecu le t h e r e a r e t h r e e reasons f o r a 
p r e f e r e n t i a l a t t a c k o f t h e f l u o r i n e atom on t h e D end o f t h e 
m o l e c u l e . F i r s t , t h e cone o f approach (see F i g u r e 3) o f t h e F atom 
a l o n g t h e c o o r d i n a t e t o t h e c e n t e r o f mass(R) w i l l be w i d e r near t h e 
D end t h a n near t h e H end o f t h e HD m o l e c u l e . Second ly , c a l c u l a t i o n s 
show (15) t h a t w i t h i n t h e cone near t h e D end t h e r e a c t i v i t y i s 
g r e a t e r t han near t h e H end because o f r e o r i e n t a t i o n o f t h e HD by 
t h e F atom towards t h e c o l i n e a r c o n f i g u r a t i o n . F i g u r e 3 shows t h a t 
t h e f o r c e F i s t h e same a t e i t h e r end o f HD; t h e f o r c e i s r e p u l s i v e 
because t h e system i s approaching t h e b a r r i e r . F o r t h e D end t h i s 
f o r c e a c t s t o r e o r i e n t t h e HD towards t h e F atom w h i l e f o r t h e H end 
t h e f o r c e a c t s t o r o t a t e t h e HD away from t h e F atom. T h i r d l y , 
r e c r o s s i n g f a v o r s t h e e x i t channel DF + H ove r HF + D. T r a j e c t o r y 
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5. KATZ & BERSOHN Hydrogen Isotope Effects 73 

Figure 3. The reorientation effect due to mass asymmetry of H D is the distance 
between the center of mass and the center of charge of the HD molecule. The F 
atoms shown as points on the circumference of the circle are approaching either 
end of the barrier at the same height (i.e., at the same angle with respect to the 
center of charge) and will have different angles 7 H and 7 Q with respect to the 
center of mass. For a given approach angle to the center oT charge, the forces at 
the two ends are qualitatively different. The force F is the same at either end and 
is repulsive because the F atoms are enroute to the barrier. The force F is 
resolved into a component F R along the vector R to the center of mass and F 
perpendicular to R. For the heavier D end, the force acts so as to favorably 
reorient HD towards the D atom. For the lighter H end, the force acts in the 
opposite direction. (Reproduced with permission from ref. 15. Copyright 1991 
American Institute of Physics.) 
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74 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

c a l c u l a t i o n s showed t h a t because o f t h e mass combina t ions , 
r e c r o s s i n g o f F atoms a t t a c k i n g t h e H end i s more f requent t h a n when 
t h e D atom i s a t t a c k e d (15) . 

The p r e c e d i n g d i s c u s s i o n has a p p l i e d t o a r o t a t i o n l e s s HD 
r e a c t a n t . However, when t h e HD molecu le i s a t room temperature as i t 
was i n o u r exper iments , h i g h e r J v a l u e s a r e p o p u l a t e d . Muckerman has 
p o i n t e d ou t t h a t s i n c e t h e HD r o t a t e s about i t s c e n t e r o f mass, t h e 
H atom w i l l sweep ou t a l a r g e r c i r c l e t h a n t h e D atom w h i l e 
r o t a t i n g (16) . T h i s w i l l cause a p r e f e r e n t i a l a t t a c k on t h e H by t h e 
F atom. T h i s e f f e c t d e f i n i t e l y changes t h e b r a n c h i n g r a t i o . A n 
a d d i t i o n a l e x p l a n a t i o n i s t h a t a n i s o t r o p i e s i n most p o t e n t i a l 
s u r f a c e s f o r t h e r e a c t i o n cause t h e D end t o be r ece s sed more t han 
t h e H end o f t h e r o t a t i n g HD and consequen t ly more HF i s 
produced, (see F i g . 6 o f R e f .15) A measurement o f t h i s i s o t o p e e f f e c t 
on r o t a t i c n a l l y c o l d HD i s needed t o t e s t t h e above i d e a s . 

II· Hydrogen Isotope Effects in Ibotodissociations 

I n a mo lecu le c o n t a i n i n g one o r more hydrogen atoms t h e r e can 
be an i s o t o p e e f f e c t i n t h a t t h e quantum y i e l d f o r t h e p roces s 

MH + h —> M + H (9a) 

i s d i f f e r e n t from t h a t o f t h e p rocess 

MD + h —> M + D (9b) 

2 
A w e l l known example i s t h a t o f OH and OD i n t h e i r A 

e x c i t e d s t a t e . A t c e r t a i n e n e r g i e s t h e OH s p e c t r a l l i n e s a r e 
broadened by p r e d i s s o c i a t i o n whereas t hose o f OD remain r e l a t i v e l y 
sha rp . The H atom can more r a p i d l y t u n n e l from t h e bound A s t a t e t o 
a r e p u l s i v e c u r v e . Thus a t about t h e same energy o f e x c i t a t i o n , OH 
has a l ower f l uo re scence y i e l d and a h i g h e r r i i o t o d i s s o c i a t i o n y i e l d . 

We have s t u d i e d mo lecu le s c o n t a i n i n g two o r more c h e m i c a l l y 
e q u i v a l e n t hydrogen atoms i n wh ich t h e quantum y i e l d s o f t h e 
p rocesses 

MHD + h — > MD + H and (10a) 
MHD + h —> ΜΗ + D (10b) 

were compared as w e l l as t h e quantum y i e l d s o f 

M F L + h —> ΜΗ + H and (11a) 
MD 2 + h —> MD + D . ( l i b ) 

T a b l e I I l i s t s a l l t h e d a t a known t o u s on t h e 
p h o t o d i s s o c i a t i o n o f p a r t i a l l y deu te ra t ed m o l e c u l e s . What s tands ou t 
i s t h e f a c t t h a t t h e Yl/Ώ r a t i o i s a lways s i g n i f i c a n t l y g r e a t e r t h a n 
one. However, when one examines t h e p r o p e r t i e s o f t h e e x c i t e d s t a t e s 
o f i n d i v i d u a l mo lecu l e s , i t t u r n s ou t t h a t t h e s p e c i f i c e x p l a n a t i o n 
o f t h e H/D r a t i o i s d i f f e r e n t f o r a lmos t eve ry c a s e . The impor tan t 
f a c t o r s a r e whether t h e s t a t e e x c i t e d i n i t i a l l y i s r e p u l s i v e o r 
bound, t h e d i f f e r e n c e o f z e r o - p o i n t e n e r g i e s between t h e two 
i s o t o p e s and t h e r e l a t i v e r a t e s o f i n t e r n a l c o n v e r s i o n , in t e r sys te ra 
c r o s s i n g , and r a d i a t i v e decay. 
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5. KATZ & BERSOHN Hydrogen Isotope Effects 75 

T a b l e I I . Normal i zed Hydrogen t o Deuterium Atom R a t i o and K i n e t i c 
Energy Re lease i n t h e F h o t o d i s s o c i a t i o n o f P a r t i a l l y Deliberated 
M o l e c u l e s 

M o l e c u l e Wavelength H/D* <ÊT> <t^> R e f . 
(nm) (kcal7mol) 1 

ÏÏDÔ Ï 5 7 4 + Ï 56 .1 0.88 3,17 
2 t o 4 18 

193.3 2 . 1 ± 0 . 2 8.0+1.4 0.47 19 
193.3 2.85+0.3 20 
121.6 1.96+0.19 50.0+4.7 0.38 21 
121.6 2.0+0.2 5 1 . 4 ± 3 . 0 0.39 21 

- 121.6 1.89+0.18 48.7+8.4 0.37 21 
t-CHDCHD 193.3 1.2+0.1 7.3+1.3 0.18 22 
C3LCD 193.3 2 . 2 ± 0 . 2 7 . 3 ± 1 . 3 0.18 22 
I f ceny lOLD 193.3 1 . 8 ± 0 . 1 7 . 8 ± 0 . 3 0.13 23 
C 4 H 4 CHD * 193.3 3.9+0.5 1 2 . 2 ± 1 . 6 0.17 24 

* H/D i s t h e r a t i o o f H atoms t o D atoms d i v i d e d by t h e a tomic r a t i o 
i n t h e pa ren t mo lecu l e , e . g . 1/3 f o r CHD 3 -
<Ew> i s t h e average k i n e t i c energy o f t h e H atom. F o r t h e 
e t n y l e n e s i t i s t h e average k i n e t i c energy o f H from CJl.. 
<£_> i s t h e average f r a c t i o n o f t h e a v a i l a b l e energy r e l e a s e d as 
k i n e t i c energy o f t h e Η atom. 

HDO The f i r s t a b s o r p t i o n band o f wa te r cen t e r ed a t 60,000 cm""1" i s 
due t o a t r a n s i t i o n between two s i n g l e t s t a t e s , t h e upper one b e i n g 
r e p u l s i v e (25) 2 Bo th s t a t e s c o r r e l a t e a t i n f i n i t e s e p a r a t i o n t o t h e 
fragments H( / 2 ) and QH( 7 Γ · T h i s p a i r o f fragments has 
e i g h t e l e c t r o n i c s t a t e s . Bes ides t h e two s i n g l e t s t h e r e a r e s i x 
s t a t e s wh ich a r e t h e comgonents o f two t r i p l e t s t a t e s . When ILO i s 
d i s s o c i a t e d by 63,570 cm (157.3 nm) pho tons (17) , t h e OH r a d i c a l s 
a r e found i n t h e v = 0 , l , 2 s t a t e s i n t h e r a t i o s 1 :1 :0 .58 and t h e 
r o t a t i o n a l temperature i s c o m p a r a t i v e l y l o w , 475 K . T h i s low 
r o t a t i o n a l energy i m p l i e s o n l y weak to rques a c t on t h e upper 
s u r f a c e ; i n o t h e r words t h e bond ang le does n o t change much on 
e x c i t a t i o n . The bond ang le can t h e r e f o r e be n e g l e c t e d i n a f i r s t 
o r d e r c a l c u l a t i o n and t h e p o t e n t i a l s u r f a c e i s a f u n c t i o n , 
app rox ima te ly , o f o n l y two c o o r d i n a t e s . The average f r a c t i o n , <f_> 
o f a v a i l a b l e energy r e l e a s e d as t r a n s l a t i o n i s 0 . 8 8 . The l a r g e 
r e l e a s e o f k i n e t i c energy i s a c h a r a c t e r i s t i c o f a descent on a 
s t eep r e p u l s i v e p o t e n t i a l . 

The v i b r a t i o n a l e x c i t a t i o n o c c u r s because, w h i l e t h e photon 
does n o t s u p p l y enough energy t o r e l e a s e two hydrogen atoms, 
i n i t i a l l y t h e symmetric v i b r a t i o n i s e x c i t e d as w e l l as t h e 
an t i symmet r i c m o t i o n . The p o t e n t i a l s u r f a c e has a b a r r i e r i n t h e 
symmetric c o o r d i n a t e b u t t h e p o t e n t i a l energy decreases when j u s t 
one o f t h e OH bonds i s e longa ted . A s t r o n g i s o t o p e e f f e c t i n t h e 
p h o t o d i s s o c i a t i o n o f HDO was p r e d i c t e d by t h e o r e t i c a l 
c a l c u l a t i o n s ( 2 7 , 2 8 ) . The p h y s i c a l e x p l a n a t i o n i s t h a t e l e c t r o n i c 
e x c i t a t i o n i s accompanied by v i b r a t i o n a l e x c i t a t i o n o f b o t h t h e CH 
and OD bends bu t t h e more d i f f u s e wave f u n c t i o n o f t h e former 
extends f u r t h e r i n t o t h e r e g i o n o f no r e t u r n . An H/D r a t i o o f 4+1 
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76 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

was found (18) f o r HDO d i s s o c i a t e d by 157 nm l i g h t i n agreement w i t h 
a t h e o r e t i c a l p r e d i c t i o n (28) . However, an even l a r g e r r a t i o was 
observed when HDO was e x c i t e d w i t h f o u r quanta i n t h e 0 -H 
s t r e t c h (29) . There i s even a s t r o n g e f f e c t w i t h o n l y one quantum o f 
t h e 0 - H s t r e t c h e x c i t e d (30) . 

HDOO Formaldehyde, can d i s s o c i a t e i n t o t h e r a d i c a l p a i r 
H( S . ) and HOO(X^AT) wh ich have f o u r e l e c t r o n i c s t a t e s . 
One i s a s i n g l e t wh ich c o r r e l a t e s t o t h e ground s t a t e and t h e o t h e r 
t h r e e a r e components o f a r e p u l s i v ç t r i p l e t . The s i n g l e t s t a t e 
e x c i t e d i n t h e t r a n s i t i o n i s a n , s i n g l e t w h i c h has r e l a t i v e l y 
l a r g e m a t r i x elements œ n n e c t i n g i t w i t h t h e t r i p l e t s t a t e . 
D i s s o c i a t i o n was shown (18) t o be preceded p a r t l y by i n t e r n a l 
c o n v e r s i o n t o t h e ground s t a t e and p a r t l y by i n t e r s y s t e m c r o s s i n g 
t o t h e t r i p l e t s t a t e . The H/D r a t i o from HDOO measured by Chuang e t 
a l . (18) as a f u n c t i o n o f energy was u s e f u l i n p r o v i n g these p o i n t s . 

EOCD When HOCD i s r f co tod i s soc i a t ed w i t h 51,733 c m " 1 (193.3 nm) 
l i g h t an fyO r a t i o was r e p o r t e d as 2 . 8 5 f 0 . 3 by C o o l e t a l . (20) and 
2.1+0.2 by S a t y a p a l e t a l . (19) . The dynamics o f t h e 
p h o t o d i s s o c i a t i o n a r e no t w e l l unders tood bu t r e c e n t d a t a suggest 
t h a t d i s s o c i a t i o n i s b o t h from an e x c i t e d s i n g l e t s t a t e and an 
e x c i t e d t r i p l e t s t a t e . The fragment C_H has been d e t e c t e d b o t h i n 
i t s ground χ s t a t e and i n an e x c i t e d A s t a t e i n d i c a t i n g 
d i s s o c i a t i o n on two e x c i t e d s t a t e s u r f a c e s (31 ) . The ev idence 
a g a i n s t d i s s o c i a t i o n from a h o t e q u i l i b r a t e d ground s t a t e a r e t h e 
f a c t s t h a t a) t h e t r a n s l a t i o n a l energy d i s t r i b u t i o n does no t peak a t 
z e r o energy (34) , b) t h e t r a n s l a t i o n a l energy r e l e a s e i s h i g h 
(<fL>=0.5), c) ŒL0CD y i e l d s o n l y D atoms a l t hough t h e C-H bond 
i s c o n s i d e r a b l y weaker and d) DOCD and O L C C D y i e l d D atoms o f 
n e a r l y t h e same k i n e t i c energy ( 4 ) . 

B a l d w i n e t a l . (33) showed t h a t t h e H atoms d i s s o c i a t e d i n t h e 
energy r e g i o n 46,300 t o 49,750 cm" (216 t o 201 nm) had i s o t r o p i c 
v e l o c i t y d i s t r i b u t i o n s . T h i s i s c o n s i s t e n t w i t h a l i f e t i m e l o n g e r 
t h a n a r o t a t i o n p e r i o d b u t c o u l d have o c c u r r e d because t h e H atoms 
may be r e l e a s e d a t ang les no t t o o f a r from 54.7 so t h a t t h e 
a n i s o t r o p y might a lmost v a n i s h . They a l s o showed however t h a t i n t h e 
A<—3T 2 Q ν band a t 48,636 cm" r o t a t i o n a l l i n e s c o u l d be 
r e s o l v e d bu t had w i d t h s œ r r e s p o n d i n g t o l i f e t i m e s o f t h e o r d e r o f 
10-20 p s . T h i s i s c l e a r ev idence f o r a p r e d i s s o c i a t i o n . I t i s a l o n g 
enough t i m e f o r i n t e r s y s t e m c r o s s i n g t o t a k e p l a c e so t h a t 
d i s s o c i a t i o n may w e l l o ccu r on a t r i p l e t s u r f a c e . 

CH D R e c e n t l y t h e dynamics o f t h e p h o t o d i s s o c i a t i o n o f 
meShane have been s t u d i e d u s i n g 121.6 nm l i g h t (21) . More p r e c i s e l y 
t h e channe l l e a d i n g t o hydrogen atoms was s t u d i e d bu t n o t t h e 
hydrogen molecu le + methylene c h a n n e l . However CD. and CH. 
y i e l d e d t h e same c o n c e n t r a t i o n s o f D and H atoms r e s p e c t i v e l y 
shewing t h a t t h e quantum y i e l d f o r t h i s channel was independent o f 
i s o t o p e . The d a t a i n T a b l e I I on t h e H/D r a t i o s measured i n t h e 
d i s s o c i a t i o n o f t h e t h r e e p a r t i a l l y deu te ra t ed methanes a r e q u i t e 
c o n s i s t e n t . A hydrogen atom has t w i c e t h e p r o b a b i l i t y o f e s cap ing 
from an e x c i t e d methane as a deuter ium atom. 

To unders tand t h i s p re fe rence f o r H atom e l i m i n a t i o n we must 
c o n s i d e r t h e mechanism o f d i s s o c i a t i o n . A ground s t a t e CH A 
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5. KATZ & BERSOHN Hydrogen Isotope Effects 77 

molecu l e can d i s s o c i a t e t o an H atom and an X ^ u " O L r a d i c a l . 
T h i s p a i r has f o u r e l e c t r o n i c s t a t e s , one c o r r e l a t i n g t o the ground 
s t a t e and t h e o t h e r t h r e e t o a r e p u l s i v e t r i p l e t s t a t e . Thus t h e 
f i r s t a b s o r p t i o n band o f methane b e i n g a s t r o n g l y a l l o w e d t r a n s i t i o n 
must b r i n g t h e molecu le t o an e x c i t e d s i n g l e t s t a t e wh ich 
d i s s o c i a t e s e i t h e r t o an £ A ^ ' O L + H (Is) o r t o a ground s t a t e 
O L and H(2s o r 2 p ) . The t h r e s h o l d s f o r t hese p rocesses a r e 82,400 
a m 118,300 cm" r e s p e c t i v e l y . The f i r s t a b s o r p t i o n band o f 
methane, a continuum beg in s around 70,000 cm and extends a t 
l e a s t a s f a r as 90,000 cm" . 

The average k i n e t i c energy o f t h e H atom r e l e a s e d was 50 
k c a l / m o l (18,700 cm" ) . T h i s f a c t shows t h a t d i s s o c i a t i o n does no t 
t a k e p l a c e from t h e i n i t i a l l y e x c i t e d e l e c t r o n i c s t a t e because t h e r e 
i s n o t enough energy a v a i l a b l e t o b reak t h e C - H bond, e x c i t e 
e l e c t r o n i c a l l y a methyl r a d i c a l and r e l e a s e so much k i n e t i c energy. 
There must be a c r o s s o v e r t o t h e t r i p l e t s t a t e o r t h e ground s i n g l e t 
s t a t e . I t i s n o t c l e a r w h i c h i s t h e f i n a l s t a t e . A s t r o n g argument 
a g a i n s t t h e t r i p l e t s t a t e i s t h a t t h e s p i n - o r b i t c o u p l i n g i s v e r y 
weak and t h e d i s s o c i a t i o n t i m e i s v e r y s h o r t . The photon energy i s 
235 k c a l / m o l a s compared t o a C - H bond energy o f 103 k c a l / m o l . On 
t h e o t h e r hand, t h e t r a n s l a t i o n a l energy r e l e a s e , 50 k c a l / m o l i s 38% 
o f t h e a v a i l a b l e energy wh ich i s v e r y l a r g e f o r a d i s s o c i a t i o n 
t a k i n g p l a c e from a h o t ground s t a t e . A p o s s i b l e e x p l a n a t i o n i s t h a t 
t h e s u r f a c e c r o s s i n g occu r s a t an i n n e r c r o s s i n g where t h e C - H bond 
i s h i g h l y compressed, and subsequent ly t h e r e i s incomple te 
v i b r a t i o n a l energy exchange. The H atom, h a v i n g a more d i f f u s e wave 
f u n c t i o n t han a D atom w i l l have a f a s t e r r a t e o f c r o s s i n g t o t h e 
r e p u l s i v e r e g i o n o f t h e f i n a l s u r f a c e . 

C^CD2 and trans-CHDCHD The dynamics o f t h e hydrogen atom 
c i i anne l i n t h e p h o t o d i s s o c i a t i o n o f e t h y l e n e has r e c e n t l y been 
r e p o r t e d f o r 193 and 157 nm l i g h t . (7) The f r a c t i o n o f a v a i l a b l e 
energy r e l e a s e d as t r a n s l a t i o n a l energy was o n l y 18% s u g g e s t i n g t h a t 
i n t e r n a l c o n v e r s i o n t o t h e ground s t a t e precedes d i s s o c i a t i o n . A 
R i œ - R a i i p s b e r g e r - K a s s e l - M a r c u s (RRKM) c a l c u l a t i o n t o be d e s c r i b e d 
be low p r e d i c t s t h a t t h e average l i f e t i m e o f e t h y l e n e e x c i t e d by a 
193 nm photon i s about 30 p s . 

The i s o t o p e e f f e c t s observed a t 193 nm a r e r e v e a l i n g . 
C E L O L e x h i b i t s an Β/Ό r a t i o o f 2.2+0.2 whereas t h a t from 
trans-CHDCHD i s 1.2+0.1. The d i f f e r e n c e i s n i c e l y e x p l a i n e d by t h e 
RRKM t h e o r y . The RRKM e x p r e s s i o n f o r t h e r a t e cons t an t f o r 
decompos i t ion i s 

k(E*) = Q + W(E + ) / [hQ*N(E*)] (12) 

where E + and E * a r e t h e i n t e r n a l e n e r g i e s o f t h ç a c t i v a t e d complex 
and t h e e x c i t e d molecu le r e s p e c t i v e l y . Q and Q* a r e t h e 
r e s p e c t i v e p a r t i t i o n f u n c t i o n s . W(E ) i s t h e d e n s i t y o f s t a t e s o f 
t h e a c t i v a t e d complex and N(E*) i s t h e number o f s t a t e s o f t h e 
e x c i t e d m o l e c u l e . 

The assumptions o f t h e t h e o r y a r e t h a t t h e wag, r o c k and t w i s t 
f r equenc ie s i n v o l v i n g t h e l e a v i n g atom become much s o f t e r . T h i s 
e f f e c t i s r e l a t i v e l y more i i r po r t an t f o r t h e h i g h e r frequency H atom 
v i b r a t i o n s . Thus t h e CH_ group o f O L Œ L breaks up f a s t e r t han 
t h e Œ> 9 g roup. On t h e o t h e r hand i n trans-CHDCHD t h e t r a n s i t i o n 
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78 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

s t a t e s a r e n e a r l y t h e same. The moment o f i n e r t i a f o r t h e t r a n s i t i o n 
s t a t e i n wh ich t h e D l e a v e s i s l a r g e r t h a n t h e moment o f i n e r t i a f o r 
t h e t r a n s i t i o n s t a t e i n w h i c h t h e H l e a v e s . T h i s e f f e c t t ends t o 
c a n c e l t h e e f f e c t o f t h e l a r g e r z e r o p o i n t energy i n t h e C - H bond 
w h i c h weakens i t r e l a t i v e t o t h e O D bond. Thus t h e H/D r a t i o i s 
c l o s e t o one. 

CgH-CHgD When t o l u e n e i s e x c i t e d a t 193 nm, a hydrogen atom 
i s r e l e a s e d i n an average t ime o f about 300 n s - t e n thousand t imes 
l o n g e r t h a n f o r t h e s m a l l e r m o l e c u l e , e t h y l e n e a t t h e same 
energy . (8) T h i s i s c l e a r l y a d i s s o c i a t i o n from a v i b r a t i o n a l l y h o t 
ground s t a t e . When C J L O L D i s d i s s o c i a t e d a t 193 nm, t h e 
expe r imen ta l Ή/Ό r a t i o i s 3.63+0.10 wh ich i m p l i e s t h a t each C-H bond 
d i s s o c i a t e s f a s t e r t h a n an é q u i v a l e n t C-D bond by a f a c t o r o f 1.82. 
The major reason f o r t h i s e f f e c t , wh ich i s a g a i n i n t e r p r é t a b l e by an 
RRKM model , i s t h a t t h e z e r o p o i n t energy o f t h e C - H bond i s l a r g e r 
t h a n t h a t o f t h e C-D bond. 

Isotope Effects and Potential Surfaces The p re fe rence f o r H atom 
d i s s o c i a t i o n ove r D atom d i s s o c i a t i o n i s l i n k e d t o t h e s u r f a c e on 
wh ich t h e p rocess t a k e s p l a c e . When e x c i t e d i n t h e l owes t energy 
a b s o r p t i o n band, wa te r d i s s o c i a t e s on a r e p u l s i v e s i n g l e t s u r f a c e , 
formaldehyde and a c e t y l e n e on e x c i t e d s i n g l e t and t r i p l e t s u r f a c e s , 
and more complex molecu les such as e t h y l e n e and t o l u e n e on t h e 
ground s t a t e s u r f a c e . T h e o r e t i c a l work has been c a r r i e d ou t f o r t h e 
extreme c a s e s . F o r t h e s i m p l e s t case o f HOD a f u l l quantum t rea tment 
has been c a r r i e d ou t f o r t h e f i r s t e x c i t e d s t a t e . (25,26) A wave 
packe t i s observed t o have a l a r g e r ampl i tude i n t h e H e x i t i n g 
channe l t h a n i n t h e D e x i t i n g c h a n n e l . F o r complex molecu le s such as 
e t h y l e n e and t o l u e n e i n t e r n a l c o n v e r s i o n t o t h e ground s t a t e i s much 
f a s t e r t han d i s s o c i a t i o n . The l a t t e r p roces s i s a p p r o p r i a t e l y 
t r e a t e d by a s t a t i s t i c a l model such as RRKM. The p h o t o d i s s o c i a t i o n 
o f mo lecu le s such as a c e t y l e n e and methane has n o t been t r e a t e d w i t h 
a r i g o r o u s t h e o r y . Methane, h a v i n g o n l y t e n e l e c t r o n s and h i g h 
symmetry may be e a s i e r t o s tudy t h a n a c e t y l e n e w i t h fou r t een 
e l e c t r o n s and a r i c h v a r i e t y o f s t r u c t u r e s i n i t s upper s t a t e s . 

Ackncvledgments The exper iments rev iewed on t h e i n v e r s i o n mechanism 
f o r s i l a n e and methane i s o t o p e exchange were suppor ted b y t h e US 
N a t i o n a l S c i e n c e Founda t ion . A l l o t h e r work rev iewed was suppor ted 
by t h e US Department o f Energy . 
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Chapter 6 

Isotope Effects at High Temperatures Studied 
by the Flash or Laser Photolysis—Shock Tube 

Technique 

J. V. Michael 

Chemistry Division, Argonne National Laboratory, Argonne, IL 60439 

During the past five years, the flash or laser photolysis-shock tube 
(FP or LP-ST) technique has been used to measure absolute thermal 
bimolecular rate constants in a previously difficult temperature range, 

~700-2500 K. The technique is described. Protonated and deuterated 
versions of six reactions have been studied to date. The reactions are 
C2H(C2D) + C2H2(C2D2), Ο + C2H2 (C2D2), H(D) + O2, H(D) + 
H2O(D2O), Ο + H2(D2), and D(H) + H2(D2). These results are 
reviewed. In many cases the high temperature results can be 
combined with lower temperature results, and the experimental isotope 
effects can then be determined over a very large range of temperature. 
For one of the cases to be discussed, namely the isotope effect 
between D + H2 and H + D2, the range of temperature is from ~200-
2000 K. This large range then gives an unprecedented opportunity for 
experimental comparison to theoretical predictions of isotope effects 
since data now exist (a) at low temperatures where quantum 
mechanical tunneling predominates and (b) at high temperatures where 
tunneling is unimportant. 

The flash or laser photolysis-shock tube (FP or LP-ST) technique for studying 
thermal bimolecular reaction rates was originally envisioned by Burns and 
Hornig (7). Following this pioneering work, Zellner and coworkers (2,3) studied 
three OH-radical with molecule reactions. The use of atomic resonance absorption 
spectroscopy (ARAS) for atomic detection in such experiments is relatively recent and 
started about five years ago (4£). Subsequently, the technique has been used on 
about twenty reactions (6) many of which are isotopic variations of the same reaction. 
These cases will be reviewed in this article. 

Since the method is useful at high temperatures, it can and has been used, 
along with lower temperature data sets, to extend the temperature range of a specific 
reaction thereby giving an accurate understanding of the rate behavior over a very 
large temperature range. For reactions in which Η-atoms are abstracted and which 
have relatively high activation energies, the technique can be used in a temperature 
range where tunneling is relatively unimportant. Hence, the measured activation 
energy relates directly to the barrier height on the potential energy surface for the 
given reaction. This feature of the results has recently been discussed in detail (7). 

0097-6156/92/0502-O080S06.00/0 
© 1992 American Chemical Society 
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6. MICHAEL Isotope Effects at High Temperatures 81 

When absolute determinations are used for individual isotopic modifications 
of the same reaction, the derived isotope effect is calculated from the ratio of the 
absolute rate constant values. With any gas phase chemical kinetics method, this 
procedure is never as accurate as classical relative methods that are based on product 
analysis in systems where both isotopic reactions are simultaneously occuring. With 
the FP or LP-ST technique, the absolute accuracy of the results is typically between 
±15 to 25%. Taking the square root of the sum of variances, the ratio value will be 
accurate to ±21 to 35%. When isotope effects approach unity at high temperature, it 
will be difficult with this technique alone to assess whether an isotope effect 
significantly different from unity actually exists. This is the reason that combinations 
of data sets with lower temperature results are desirable because the continuous 
changes in the kinetic isotope effect can be documented from low to high temperature. 

Experimental 

The FP or LP-ST technique has been described previously (7-7), and therefore, only 
a brief description of the method will be given here. Figure 1 shows a schematic 
diagram of the apparatus. The shock tube is of general design (8) and consists of a 
driven section that is separated from a driver section by a thin A l diaphragm. He is 
used as the driver gas, and the driven or test gas is predominantly Ar with small 
quantities of added source molecule and reactant molecule. The source molecule is 
chosen so that on photolysis it will photodissociate to give the transient species that 
will subsequently be spectroscopically measured as it reacts with the reactant 
molecule. In some cases the source molecule and the reactant molecule are the same; 
eg., H + N H 3 (9) or H + H 2 0 (10). However, in most cases, two different 
molecules are used, and accurate determinations of their compositions in premixtures 
in Ar are necessary. This is accomplished with capacitance manometric 
measurement. 

Experiments are performed behind reflected shock waves where the hot gas is 
effectively stagnant and not flowing. Flash or laser photolysis occurs after the 
reflected shock wave has gone past the spectroscopic observation station, the ARAS 
photometer system. Transient species are observed radially across the shock tube. 
Reflected shock pressure and temperature are kept sufficiently low so that concurrent 
thermal decomposition is minimized. Therefore, the initial transient species 
concentration will be totally controlled by photolysis, and its subsequent decay will 
be totally controlled by bimolecular reaction. Diffusion out of the viewing zone is 
negligibly slow on the time scale of the experiment. This experiment is then an 
adaptation of the well known static kinetic spectroscopy experiment with the reflected 
shock serving as a source of high temperature and density; \ e., shock heating is 
equivalent to a pulsed furnace. 

Pressure transducers, mounted at equal intervals along the shock tube, are 
used to accurately measure the incident shock wave velocity. Temperature and 
density in the reflected shock wave regime are calculated from incident shock 
velocities through well known relations and correction procedures (5,8,11) that take 
boundary layer formation into account. Since the initial mole fractions of the source 
and reactant components are known, the absolute concentrations of both species can 
then be determined in the reflected shock wave regime. 

In the ARAS adaptation of the method, atomic species are spectroscopically 
monitored as a function of time. H - (6,7,9,10), D- (12,13), O- (74,75), and N-atom 
(16,17) reactions have been studied by the technique. Beer's law holds if 
absorbance, (ABS), is kept low. Then, (ABS) = -ln(I/I0) (where I and I 0 are 
transmitted and incident intensities of the resonance light, respectively) is proportional 
to the atomic concentration; i . e., (ABS) t = c[A] tl. σ is the effective cross section for 
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82 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Ρ 

Figure 1. Schematic diagram of the apparatus. Ρ - rotary pump. D - oil 
diffusion pump. CT - liquid nitrogen baffle. G V - gate valve. G - bourdon 
gauge. Β - breaker. DP - diaphragm. Τ - pressure transducers. M - microwave 
power supply. F - atomic filter. R L - resonance lamp. A - gas and crystal 
window filter. P M - photomultiplier. DS - digital oscilloscope. MP - master 
pulse generator. TR - trigger pulse. DF - differentiator. A D - delayed pulse 
generator. LT - laser trigger. X L - excimer laser. 
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6. MICHAEL Isotope Effects at High Temperatures 83 

resonance absorption by atom, A, and 1 is the path length. If the temporal behavior of 
species A is controlled by a bimolecular reaction, A + R, where R is the stable 
reactant molecule, then the rate of depletion of [A] will be given by the product of the 
bimolecular rate constant (kbim), [R], and [A]. If [ R ] » [ A ] then the decay of A-
atoms will follow pseudo-first-order kinetics with the decay constant being given as 
k i s t = kbim[R]. Because (ABS) t is proportional to [A] t , observation of the temporal 
dependence of (ABS) is sufficient to determine k i s t . Since [R] is known from the 
mole fraction and the final thermodynamic conditions as determined from the initial 
pressure and temperature and the shock strength, a value for kbim can be deduced 
from each experiment. Figure 2 shows a typical example of raw data and the derived 
first-order plot. The negative slope of the first-order plot (ki s t ) is obtained by linear 
least squares analysis, and the value of kbim is determined by dividing by [R]. The 
results from many experiments are then usually displayed as Arrhenius plots, and, if 
curvature is not apparent in the results, a simple linear least squares line is derived 
from the composite set in order to describe the rate behavior over the experimental 
temperature range. It is also possible to carry out experiments with varying total 
density thereby measuring the pressure dependence of kbim if such pressure 
dependence exists. This allows termolecular reactions to be studied with the method. 

Results and Discussion 

The FP or LP-ST results for six reactions are presented in Table I as Arrhenius 
expressions. The one standard deviation accuracy of the results and the temperature 
range of applicability is also given. The ratio of the results on isotopic modifications 
of the same reaction gives the high temperature kinetic isotope effect. To date, data 
have been obtained on three addition-elimination reactions (18-20) and on three H -
atom abstraction reactions (10,12,13,1521,22). 

C 2 H + C2H2 — C4H2 + H and C2D + C2D2 —· C4D2 + D. Rate constants 
for these reactions have been measured with the LP-ST technique over the 
temperature range, ~1230 to 1500 Κ (20). The results are shown in Table I, and the 
kinetic isotope effect, KIE, is given by the ratio of k\\ to ko- The temperature 
independent result is 1.39 ± 0.40 indicating that an isotope effect different from unity 
is indeterminate. The absolute rate constants in both cases are fast, being about one 
half of the collision rate. The products of the reaction would strongly indicate that the 
reaction is a simple addition-elimination reaction, and therefore, the isotope effect 
would be secondary. Undoubtedly the initially formed adduct is vibrationally excited 
well above the dissociation energy for the forward process to diacetylene and H -
atoms, and therefore a large isotope effect would not be expected. This conclusion is 
corroborated by the experimental result 

Ο + C2H2 Products and Ο + C2D2— Products. Absolute rate constants 
have been measured for these reactions between -850 and 1950 Κ (18). Even though 
there are a significant number of lower temperature results for the protonated case, 
thereby allowing for an evaluation over the extended temperature range, 200 to 
2500 Κ (18,23), comparable data do not exist for the deuterated case. Therefore, the 
kinetic isotope effect can be evaluated from only the FP-ST data at high temperature. 
The Arrhenius expressions that describe the results are presented in Table I, and the 
KIE is, 

KIE = 1.03 exp(26K/T). (1) 

Equation (1) gives 1.06 for 8 5 0 ^ 1 9 5 0 Κ with an error of -±30%, and this 
indicates that the isotope effect is unity within experimental error. 
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(a) 

ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 
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Figure 2. (a) Η-atom transmittance as a function of time after laser photolysis in 
the reflected shock wave region, (b) First-order plot of ln(ABS) t against time 
that is obtained from the record in panel (a); k i s t = 3012 s'1 in an Η + 0 2 

experiment where [O2] = 1.58 χ 10 1 5 cm"3 at 1697 K. Division gives the value 
for kn+02 at 1697 K. (Reproduced with permission from ref. 19. Copyright 
1991 American Institute of Physics.) 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
8,

 1
99

2 
| d

oi
: 1

0.
10

21
/b

k-
19

92
-0

50
2.

ch
00

6



6. MICHAEL Isotope Effects at High Temperatures 85 

Table I: Rate Constant Expressions of the Form, k=ATnexp(B/T), 
from FP- or LP-ST Protonated and Deuterated Studies 

Reaction A η B /K Comments 
cm 3 molecule-1 s_ 1 and References 

Addition-elimination reactions: 

C 2 H + C 2 H 2 2.50(-10)a 0 0 1230 - 1475K, ±28%, (20) 
C 2 D + C 2 D 2 1.80(-10) 0 0 1230- 1700K, ±28%, (20) 
0 + C 2 H 2 1.78(-10) 0 -2714 820 - 1921K, ±20%, (18) 

O + C ^ 1.73(-10) 0 -2740 857 - 1980K, ±23%, (18) 
H + 0 2 1.15(-10) 0 -6917 1100-2050K, ±27%, (19) 
D + φ 1.09(-10) 0 -6937 1050 - 2300K, ±27%, (19) 

Η-atom abstraction reactions: 

H + H 2 0 4.58(-10) 0 -11558 1246- 2297K,~±25%, (10) 

1>H + H 2 0 1.56(-15) 1.52 -9249 250 - 2297K, ~±25%, (72) 

D + E ^ O 2.90(-10) 0 -10815 1285 - 2261K, ±27%, (72) 

0 + H 2 3.10(-10) 0 -6854 880-2495K,±16%,(27) 

bO + H 2 8.44(-20) 2.67 -3167 297 - 2495K, ±20%, (27) 

O + D 2 3.22(-10) 0 -7293 825 - 2487K, ±17%, (75) 

bO + D 2 2.43(-16) 1.70 -4911 343 - 2487K, ±16%, (75) 

D + H 2 3.76(-10) 0 -4985 655 - 1979K, ±28%, (75) 
b D + H 2 4.00(-18) 2.29 -2627 250 - 1979K, ±30%, (75) 

H + D 2 3.95(-10) 0 -5919 724 - 2061K, ±25%, (22) 
b H + D 2 1.69(-17) 2.10 -3527 256 - 2160K, ±23%, (22) 

aparentheses denotes the power of ten; i . e., 2.50 χ 10" 1 0. evaluated with data 
reviewed in the indicated references. 
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86 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

The reaction has been discussed in terms of R R K M theory (18,24) in which 
the O-atom adds to the double bond in C2H2 initially forming a vibrationally hot 
species. Two major processes for the reaction have been documented (see 18), 

O + C 2 H 2 - H C C O + H , (2) 

O + C 2 H 2 - C H 2 + CO, (3) 

both of which have been included in the R R K M description. Reaction (2) is a simple 
addition-elimination process whereas reaction (3) involves addition with subsequent 
intramolecular rearrangement followed by decomposition. Since the vibrational 
energy of the adduct is high and the isotope effects are secondary, a significant 
isotope effect should not be expected for this reaction from either channel. This 
conclusion is corroborated by the experimental results. 

H + O2 — OH + Ο and D + O2 — OD + O. Rate constants for these reaction 
have recently been measured with the same LP-ST apparatus (79), and the kinetic 
isotope effect between -1100 and 2100 Κ is the ratio of Arrhenius expressions given 
in Table I. 

KIE = 1.06 exp(20 K/T) (4) 

Equation (4) gives a nearly constant value of 1.1 over the temperature range. The 
accuracy of this value is ~±35%, and therefore an isotope effect significantly different 
from unity is not indicated. 

There are earlier less direct determinations of the isotope effect giving values 
of 0.84-0.99 (800-1000 K) (25), 4.0-5.3 (1000-2200 K) (26), and 1.2-1.7 
(1000-2500 K) (27). The last study (27) supersedes the earlier study (26) from the 
same laboratory, and therefore, there is experimental agreement that the kinetic 
isotope effect in this case is not large. 

Theoretical calculations on these two reactions have been carried out in order 
to assess the magnitude of the KIE. The simplest calculation is a conventional 
transition state theory calculation (CTST) with the bending frequency taken as a 
parameter (79). The double many body expansion potential energy surface 
(DMBEIV) on which this calculation is based is from Varandas and coworkers (28), 
and the resulting estimate is 0.69-0.89 (1100-2200 K) . A more sophisticated quasi-
classical trajectory (QCT) calculation has been given by Miller (29$0). The potential 
energy surface (31) on which these calculations are based is clearly not as accurate as 
that of Varandas and coworkers (28). This theory gives a KIE of 1.07-1.35 
(1100-2200 K). Lastly, with the new more accurate potential energy surface (28), 
Varandas and coworkers (32) have carried out QCT calculations that indicate values 
of 0.75-1.06 for the temperature range, 1000-2500 K . Regardless of sophistication, 
all methods agree that a significant isotope effect does not exist in the higher 
temperature range, and this theoretical conclusion agrees with experiment within 
experimental error. 

Η + H2O — OH + H2 and D + D2O — OD + D2. Absolute rate constants 
for these reactions have been measured with the FP-ST technique (10,12) between 
-1250 and 2300 K. The results are presented in Table I. Even though an evaluation 
for the protonated reaction has been made from 250 to 2300 Κ the data base for the 
deuterated reaction is much less extensive, and therefore, the kinetic isotope effect is 
only derivable from the higher temperature FP-ST results. The values from Table I 
give, 
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6. MICHAEL Isotope Effects at High Temperatures 87 

KIE = 1.58 exp(-743 K/T), (5) 

for the experimental temperature range. Between 1250 and 2300 K , the experimental 
isotope effect would vary from 0.87 to 1.14 with an estimated error of --±38%. 
Because of the error, an isotope effect different from unity cannot be determined. 

There have been several theoretical attempts to estimate thermal rate constants 
for the protonated reaction. The most significant is that of Issacson and Truhlar (33) 
who used a fit that was suspect (34) to an ab initio potential energy calculation (35). 
Subsequently, E. Kraka and T. H . Dunning, Jr. (Dunning, T. H . , Jr., Pacific 
Northwest Laboratory, personal communication, 1990) have re-determined the 
potential surface, and the saddle point properties for both the protonated and 
deuterated cases have been used to estimate the absolute rate constants and the kinetic 
isotope effect with conventional transition state theory including Wigner tunneling 
(CTST/W) (72). In these calculations the ab initio potential energy surface was 
slightly scaled in order to reproduce the known exoergicity of the reaction and also to 
give agreement with the reverse protonated reaction, O H + H 2 . This scaling 
procedure is well within the accuracy of the ab initio calculation (±2 kcal mole'1) and 
is therefore not in contradiction to it. The database for the reverse reaction is large, 
and the data for both the forward and reverse rate constants can be combined through 
equilibrium constants to give consistency, thereby showing that the system is 
microscopically reversible. Therefore, the rate constant for the protonated case can be 
evaluated over a very large temperature range, and this evaluation is given in Table I. 
The CTST/W calculation agrees quite well with the evaluation being high by only 
~ 15-25% over the entire temperature range, 250-2297 K. A calculation for the 
deuterated case with this successful model predicts a substantial isotope effect over 
the entire temperature range. Since the database for the deuterated case is not 
extensive, only the theoretical prediction in the higher temperature range is given 
here. The CTST/W predictions for KIE at 1250 and 2300 Κ are 1.89 and 1.49, 
respectively. This compares to the respective experimental values of 0.87 and 1.14. 
Even taking the uncertainty into account, the experimental values for the KIE are 
lower than the theoretical estimates probably indicating that CTST/W is too simple a 
theory. Additional theoretical calculations perhaps with variational transition state 
theory (VTST) might resolve this experimental to theoretical discrepancy. 

Ο + H 2 —- O H + Η and Ο + D 2 — OD + D. Data for these reactions have 
been extensively reviewed (36-39). However, conclusions about the rate constants 
have been mostly based on model fits to complex reaction mechanisms. Recently, 
both the protonated and deuterated reactions have been studied by the direct FP-ST 
technique (75,27), and the results are given in Table I. Inspection of these results 
alone shows that the difference in apparent activation energies is ~0.9 kcal mole"1 

indicating that a primary isotope exists for this reaction. However, in these cases, 
there are additional lower temperature studies (21,40-44) with which the FP-ST data 
can be compared. The studies by Pirraglia et al. (27) and Gordon and coworkers 
(42,44) are the most notable, and, in both cases, the FP-ST data sets are in good 
agreement over the common range of temperature overlap. The lower and higher 
temperature results can then be combined and evaluations can be made over a very 
large temperature range. These evaluations are also shown in Table I. The KIE can 
then be evaluated as the ratio, 

KIE = 3.47 χ ΙΟ"4 T0.97 exp(1744 K/T), (6) 

for the temperature range, 350 to 2500 K. 
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88 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

The KIE has also been measured between 390 and 1420 Κ by Marshall and 
Fontijn (43) with the ΗΤΡ (high temperature photochemistry) technique. These 
results, at intermediate temperatures, overlap both the FP-ST results (15,21) and 
those of Gordon and coworkers (42,44). The combined results are plotted in Figure 
3 along with estimates of the experimental accuracies in both low and high 
temperature ranges. The one standard deviation error is based on the results of 
Gordon and coworkers whose results are generally accurate to between ±5-10% 
giving an error of -±15% in the low temperature KIE. Similarly the derived error at 
high temperatures is dominated by the FP-ST results both of which are accurate to 
-±15-20%. This gives an error of -±24% in the ratio. 

Theoretical estimates of the absolute rate constants for both reactions are 
extensive. This case has served as a test case for modern theories of chemical 
kinetics. There are three notable calculations by Bowman et al. (45), Garrett and 
Truhlar (46), and Joseph et al. (47), all of which have used the same ab initio 
potential surface or an analytic fit to it (48-50). The first calculation uses the CEQB 
(co-linear exact quantum with adiabatic treatment of the bend) method, and the latter 
two calculations are variational transition state theoretical (VTST) estimates. The 
overall endoergicity has been slightly adjusted from the ab initio result so as to agree 
with the known value, and, in the latest VTST calculation (47), the saddle point 
energy has been slightly scaled upward by 0.45 kcal mole - 1 in order to better agree 
with the results for the Ο + H2 reaction. It should be noted that the ab initio energy 
calculation at the saddle point is only accurate to a few kcal mole - 1 , and energy 
scaling within this range is acceptable and does not contradict the ab initio calculation. 
Both the CEQB and VTST methods have included modern models for quantum 
mechanical tunneling. The actual comparisons of the calculations with the evaluated 
experimental absolute rate constant results are excellent, being different from 
experiment by no more than one standard deviation over the entire temperature range. 
However, the theories do slightly overestimate tunneling at low temperatures. 
Evenso, these calculations represent an important confirmation of modern theories 
and indicate the importance of quantum mechanical tunneling at low temperatures. 
This conclusion is corroborated by experimental and theoretical branching ratio 
results (51-54) for the Ο + HD reaction. 

It is well known that the magnitude of the KIE for reactions involving H - or 
D-atom abstraction is another sensitive measure of the phenomenon of quantum 
mechanical tunneling (53,54). Since the theoretical values for the rate constants for 
each reaction are well represented by the abovementioned theories, the theoretical 
estimates of the KIE should also be in substantial agreement with the experimental 
result shown in Figure 3. The comparisons of the predictions of Bowman et al. 
(CEQB) (45) and Joseph et al. (VTST) (47) are shown in Figure 3 along with 
experiment. Both calculations are lower than experiment, but the disagreement is not 
serious, particularly if the comparison is made at the experimental two standard 
deviation level (95% confidence). 

In the present work, a CTST/W calculation that is based on the same ab initio 
potential energy surface has been carried out, and the predicted KIE is shown in 
Figure 3. The saddle point energy was scaled upward by an additional 
0.5 kcal mole - 1 from the value adopted by Joseph et al. (47). Therefore, the total 
increase in the ab initio saddle point barrier height is 0.95 kcal mole - 1, a value still 
well within the accuracy of the original calculation (48-50). Such a simple model 
gives remarkably good agreement with the Ο + D2 thermal rate constant in Table I; 
however, the rate constant prediction slightly diverges above experiment in the low 
temperature range. The prediction for Ο + H2 is poorer in the low temperature range, 
giving lower values relative to experiment than the Table I evaluation. The ratio, 
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6. MICHAEL Isotope Effects at High Temperatures 89 

KIE, then becomes substantially more flat than experiment. The reason for this 
behavior is simply that the ultra-simple Wigner formula is not adequate and 
underestimates the extent of quantum mechanical tunneling. This has been noted 
before for these cases (53,54). Lastly, it should be pointed out that even though this 
CTST/W KIE estimate is worse than the CEQB or VTST estimates, it is still only 
slightly outside the two standard deviation error of the experimental evaluation. 

D + H2 HD + H and H + D2 — HD + D. FP-ST experiments have been 
carried out on these reactions over the temperature range, -700 to 2000 Κ (75,22), 
and the results are summarized in Table I. By inspection, the FP-ST data alone show 
a difference in apparent activation energies of 1.86 kcal mole - 1 indicating the 
existence of a primary isotope effect. In these cases, a large number of precedent 
studies exist because of the historical importance of these reactions in gas phase 
chemical kinetics. The absolute rate constant experimental work of Le Roy and 
coworkers (55-58) and Westenberg and de Haas (59) in the 1960's and 70's is most 
notable. There is a recent study by Jayaweera and Pacey (60) that has extended the 
temperature range for H + D2 down to 256 K. A l l of these data can be combined to 
give evaluations for both reactions over the large temperature range, -250 to 2000 K, 
and these evaluations are given in Table I. The kinetic isotope effect over this 
temperature range is then calculated as the ratio, 

KIE = 0.237 10.19 exp(900 K/T). (7) 

Equation (7) is plotted in Figure 4. The errors indicated in this figure were roughly 
estimated from the accuracy of the low temperature results (55-60), ±16%, and from 
that of the high temperature FP-ST results (13,22), ±38%. 

When the absolute rate constant evaluations for both reactions are compared to 
theoretical calculations, the agreement is generally good. In this case the theoretical 
potential energy surface is known with such high accuracy that adjustments of 
vibration frequencies or total electronic binding energy are not possible; i . e., the 
calculation does not allow for parameterization. The accurate ab initio potential 
energy for this case comes from the work of Liu (61) and Siegbahn (62) as fitted by 
Truhlar and Horowitz (63). It is commonly called the L S T H potential energy 
surface. The LSTH surface has then been used in VTST calculations to estimate the 
thermal rate behavior for D + H 2 and H + D2, and the results are in fairly good 
agreement with the experimental evaluations over the entire temperature range 
(64,65). Similarly, Sun and Bowman (66) have carried out CEQB calculations with 
the same surface, and the results are also in good agreement with the evaluations. 
Following this work, Varandas et al. (67) have calculated additional ab initio points 
and have used the D M B E method to obtain an even more accurate representation of 
the potential energy surface. Subsequently, Garrett et al. (68) have calculated rate 
constants with the new D M B E potential energy surface for the D + H2 reaction by the 
VTST method. These results show improvement over the original LSTH calculation 
particularly in the low temperature region where tunneling is dominating. Lastly, 
Michael, Fisher, Bowman, and Sun (69) have presented CEQB results that are based 
on the D M B E potential surface, and these give agreement with both experimental 
evaluations that are excellent over the temperature range, -200 to 2000 K. For 
completeness, a simple CTST/W calculation has also been presented that is based on 
the D M B E potential surface (13,22), and these "simplest" calculations are in very 
good agreement with the evaluations over the temperature range, 300 to 2000 K. 
Calculations on both reactions in the 200 to 300 Κ range diverge from the data giving 
estimates that are too low. This is not a suprising result since the Wigner tunneling 
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"0 10 20 30 
10000 K/T 

Figure 3. Kinetic isotope effect results for the Ο + H2/O + D2 system. The line 
with symbols is the experimental result as calculated from refs. 15, 21,42, 43, 
and 44, as described in the text. The indicated error at low temperatures, 
1σ = ±15%, is derived from the ratio of experimental results given in refs. 42 
and 44 with attendant errors. The error at high temperatures, 1σ = ±24%, is 
derived from the two FP-ST studies, refs. 15 and 21. The three other lines are 
theoretical calculations. Starting on the right hand ordinate and reading down 
from top to bottom, these are from refs. 45, 47, and the CTST/W calculation 
(described in the text), respectively. 

10000 κ/τ 

Figure 4. Kinetic isotope effect results for the D + H2 /H + D2 system. The line 
with symbols is the experimental result as calculated from the evaluated 
expressions in Table I. The indicated error at low temperatures, 1σ = ±16%, is 
derived from the ratio of experimental results given in refs. 56 and 60 with 
attendant errors. The error at high temperatures, 1σ = ±38%, is derived from 
the two FP-ST studies, refs. 13 and 22. The three other lines are theoretical 
calculations. Starting on the right hand ordinate and reading down from top to 
bottom, these are from CEQB (ref. 69), CTST/W (refs. 13 and 22), and VTST 
(refs. 64 and 65), respectively. 
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6. MICHAEL Isotope Effects at High Temperatures 91 

model is known to be inadequate; however, these tunneling factors above 300 Κ are 
approximately correct 

Since the abovementioned theoretical calculations are in relatively good 
agreement with the absolute data for both reactions, the ratios should give a good 
representation of the KIE. Figure 4 shows the predictions of the kinetic isotope effect 
from the VTST-LSTH calculations of Garrett and Truhlar (64,65), the CEQB-DMBE 
calculations of Michael et al. (69), and the CTST/W-DMBE calculations of Michael 
and Fisher (13) and Michael (22). When these predictions are compared to the 
experimental result, the agreement is quite good, particularly at the two standard 
deviation level. This is true in both calculations where tunneling was adequately 
explained (64,65,69 ); however it is also true in the CTST/W calculations where the 
Wigner method failed to give adequate tunneling corrections. As can be seen in 
Figure 4, the extent of negative deviation was fortuitously the same for both reactions 
thereby giving an accurate value for the ratio. 

Conclusions 

Data for six thermal bimolecular reactions have been discussed. Kinetic isotope 
effects for the three addition-elimination cases are not signficantly different from 
unity. These results are in agreement with theoretical ideas and calculations since in 
all cases the isotope effect should be secondary. By constrast, the kinetic isotope 
effects for the three abstraction reactions are primary. Theoretical calculations have 
therefore predicted significant primary isotope effects, and these have been 
documented in two out of the three cases. The failure is the H + H2O/D + D2O case 
and indicates that further theoretical work may be needed. However, the two other 
cases are model cases in theoretical chemical kinetics. The predicted isotope effects 
agree with experiment to within two standard deviations over very large temperature 
ranges. There is no doubt but that these results indicate the importance of quantum 
mechanical tunneling, and such corrections should routinely be applied in all H-atom 
abstraction calculations where the electronic energy barrier is large. Lastly, the 
relatively good results with even the simplest theory, CTST/W, suggests that the 
simplest theory should always be used first. This realization amounts to an 
approximate corroboration of the procedures of Bigeleisen (70). It should further be 
noted that in cases where the potential energy is not known with high accuracy, the 
energy scaling methods need not be the same for the different dynamical methods of 
calculation (eg. CEQB vs. VTST vs. CTST). If agreement with experiment can be 
obtained by an energy scaling procedure that is not outside the uncertainty in an ab 
initio potential surface then the calculation will not be in contradiction to the surface. 
As increasingly accurate ab initio results become available, this situation will no 
doubt change, and a preferred method for dynamical calculation will emerge. 
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Chapter 7 

Deuterium Substitution Used as a Tool 
for Investigating Mechanisms of Gas-Phase 

Free-Radical Reactions 

P. H. Wine, A. J. Hynes, and J. M. Nicovich 

Physical Sciences Laboratory, Georgia Tech Research Institute, Georgia 
Institute of Technology, Atlanta, GA 30332 

Results are presented and discussed for a number of gas 
phase free radical reactions where H / D isotope effects provide 
valuable mechanistic insights. The cases considered are (1) 
the reactions of OH, NO3, and Cl with atmospheric reduced 
sulfur compounds, (2) the reactions of OH and O D with 
CH3CN and CD3CN, and (3) the reactions of alkyl radicals 
with H B r and DBr. 

A major focus of modern chemical kinetics research is on understanding 
complex chemical systems of practical importance such as the atmosphere 
and fossil fuel combustion. In these applications, accurate information on 
reaction mechanisms (i.e., product identities and yields) as well as reaction 
rate coefficients is often critically important Since detailed experimental 
kinetic and mechanistic information for every reaction of importance in a 
complex chemical system is often an unrealizable goal, it is highly desirable 
to develop a firm theoretical understanding of well studied reactions which 
can be extrapolated to prediction of unknown rate coefficients and product 
yields. 

In recent years it has become apparent that many reactions of 
importance in atmospheric and combustion chemistry occur via complex 
mechanisms involving potential energy minima (i.e., weakly bound interme
diates) along the reaction coordinate. The O H + C O reaction is one of the 
best characterized examples ( i ) . While theoretical descriptions can some
times be employed to rationalize experimental observations (i-3), a theoreti
cal framework does not yet exist for predicting complex behavior. In this 
paper we discuss some experimental studies carried out in our laboratory 
over the last several years which were aimed at characterizing the kinetics 
and mechanisms of a number of complex chemical reactions of practical 
interest. Mechanistic details were deduced in part from studies of the 

0097-6156/92A)502-O094$06.00y0 
© 1992 American Chemical Society 
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7. WINE ET AL. Mechanisms of Gas-Phase Free-Radical Reactions 95 

effects of temperature, pressure, and [0 2] on reaction kinetics and from 
direct observation of reaction products. However, studies of H / D isotope 
effects were also employed as a tool for deducing reaction mechanisms; 
information obtained from the isotope effect studies is highlighted in the 
discussion. 

The chemical processes we have chosen for discussion are (1) the 
reactions of O H , N 0 3 , and CI with atmospheric reduced sulfur compounds 
(2) the reactions of O H and O D with C H 3 C N and C D 3 C N , and (3) the 
reactions of alkyl radicals with H B r and DBr. The experimental methodolo
gy employed to investigate the above reactions involved coupling generation 
of reactant radicals by laser flash photolysis with time resolved detection of 
reactants and products by pulsed laser induced fluorescence ( O H and OD), 
atomic resonance fluorescence (CI and Br), and long path tunable dye laser 
absorption (N0 3 ) . 

The Reactions of OH, NO3, and Q with Atmospheric Reduced Sulfur 
Compounds 

Dimethylsulfide ( C H 3 S C H 3 , D M S ) emissions into the atmosphere from the 
oceans are thought to account for a significant fraction of the global sulfur 
budget (4). It has been suggested that D M S oxidation in the marine atmo
sphere is an important pathway for production of cloud condensation nuclei 
and, therefore, that atmospheric D M S can play a major role in controlling 
the earth's radiation balance and climate (5). Hence, there currently exists 
a great deal of interest in understanding the detailed mechanism for oxida
tion of atmospheric DMS. 

It is generally accepted that the O H radical is an important initiator 
of D M S oxidation in the marine atmosphere (4). Several years ago, we 
carried out a detailed study of the kinetics and mechanism of the O H + 
D M S reaction (6). We found that O H reacts with D M S via two distinct 
pathways, one of which is only operative in the presence of O2, and one of 
which is operative in the absence or presence of 0 2 (see Figure 1). The 
rate of the 02-dependent pathway increases with increasing [0 2 ], increases 
dramatically with decreasing temperature, and shows no kinetic isotope 
effect, i.e., C H 3 S C H 3 and C D 3 S C D 3 react at the same rate. These obser
vations indicate that the 02-dependent pathway involves formation of a 
weakly bound adduct which reacts with 0 2 in competition with decomposi
tion back to reactants. 

O H + C H 3 S C H 3 + M 5* ( C H 3 ) 2 S O H + M (1,-1) 

( C H 3 ) 2 S O H + 0 2 -» products (2) 

The absence of a kinetic isotope effect strongly suggests that none of the 
three elementary steps in the above mechanism involve breaking a C - H 
bond. 
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96 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

1000/T(K) 

Figure 1. Arrhenius plots for the O H + C D 3 S C D 3 reaction in 700 Torr 
N 2 , air, and 0 2 . k Q b s = the slope of a plot of the pseudo-first order O H 
decay rate versus the CD^SCD^ concentration under conditions where the 
adduct ( C D ^ S O H is removed much more rapidly than it is formed. 
(Reproduced from reference 62. Copyright 1987 American Chemical 
Society.) 
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7. WINE ET AL. Mechanisms of Gas-Phase Free-Radical Reactions 97 

The 02-independent channel for the O H + D M S reaction proceeds 
with a 298K rate coefficient of 4.4 χ 10 1 2 cirAnoleculeV 1 ; in one atmo
sphere of air, the 02-independent channel is dominant at Τ > 285K while 
the 02-dependent channel dominates at lower temperatures (6). We find 
that the rate of the 02-independent channel is pressure independent but 
increases slightly with increasing temperature (small positive activation 
energy). Furthermore, the 02-independent channel displays a significant 
kinetic isotope effect, k H / k D ~ 2.3 at 298IC Based upon the observed 
positive activation energy and significant isotope effect, we have postulated 
(6) that the 02-independent pathway is a direct hydrogen abstraction 
reaction, i.e., there is no potential energy minimum (corresponding to an 
O H - D M S adduct) on the potential energy surface connecting reactants with 
products. 

Interestingly, Domine et al. (7) have recently observed production of Q H 5 

+ CH3SOH from the reaction of O H with QH5SCH3 at low pressure and in 
the absence of O^ although the branching ratio for production of CJtis + 
CH3SOH remains rather uncertain. By analogy, Domine et al. 's results 
suggest that the O rindependent pathway in O H + D M S may involve 
cleavage of the relatively weak C-S bond rather than the C - H bond. 

If the 02-independent pathway for O H + D M S is reaction 4 rather than 
reaction 3, then the H / D isotope effect we have observed (6) would, to our 
knowledge, be the largest secondary isotope effect known for a gas phase 
reaction. Clearly, direct determination of the product yields from the 0 2 -
independent channel of the O H + D M S reaction could have a major 
impact not only on our understanding of atmospheric sulfur oxidation, but 
also on our understanding of chemical reactivity in general and kinetic 
isotope effects in particular. 

In coastal marine environments where N O x levels are relatively high, 
it is generally believed that N 0 3 can compete with O H as an initiator of 
D M S oxidation (4). The 298K rate coefficient for the N 0 3 + D M S reaction 
is known to be about 1 χ 10 1 2 cirnnoleculeV 1 (8-13) and a significant 
negative activation energy has been reported (12). The reaction of N 0 3 

with D M S could proceed via direct Η or Ο atom transfer or via formation 
of long-lived adduct. 

O H + CH3SCH3 - C H 3 S C H 2 + H 2 0 . (3) 

O H + CH3SCH3 -* [(CH 3) 2SOH*] - C H 3 + CH3SOH (4) 

N 0 3 + CH3SCH3 - C H 3 S C H 2 + HNO3 (5) 

N 0 3 + CH3SCH3 - (CH 3 ) 2 SO + N 0 2 (6) 

N 0 3 + CH3SCH3 + M ^ (CH 3 )2SON0 2 + M (7,-7) 
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98 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Attempts to detect N 0 2 as a reaction product have been unsuccessful (9,12) 
suggesting that Ο atom transfer via either a direct mechanism or via adduct 
decomposition is unimportant As pointed out by Atkinson et al. (8), the 
N 0 3 + D M S reaction is several orders of magnitude faster than the known 
rates of Η-abstraction of, for example, relatively weakly bound aldehydic 
hydrogens by N 0 3 ; this fact, coupled with the observed negative activation 
energy (12), strongly suggests that the N 0 3 + D M S reaction does not 
proceed via a direct Η-abstraction pathway. By the process of elimination, 
it is generally accepted that the initial step in the N 0 3 + D M S reaction is 
adduct formation, i.e., reaction (7). 

In a recent study of the kinetics of N 0 3 reactions with organic 
sulfides (13), we observed a large kinetic isotope effect for the N 0 3 + D M S 
reaction; at 298K N 0 3 reacts with C H 3 S C H 3 a factor of 3.8 more rapidly 
than with CD 3 SCD> The observed isotope effect, coupled with the observa
tion that at 298K Q H s S Q H s reacts with N 0 3 a factor of 3.7 more rapidly 
than does C H 3 S C H 3 , clearly demonstrates that the adduct decomposes via a 
process which involves C - H bond cleavage. A very recent chamber study by 
Jensen et al. (14) confirms the magnitude of our reported isotope effect and 
reports quantitative observation of H N 0 3 as a reaction product 

(CH 3 )2SON0 2 + M CH3SCH 2 + H N 0 3 + M (8) 

As we discuss elsewhere (13), the postulate that the N 0 3 + D M S reaction 
proceeds via reactions 7, -7, and 8 appears to be consistent with all available 
product data. 

It is interesting to compare and contrast kinetic and mechanistic 
findings for the N 0 3 + D M S reaction, with those for the reaction of O H 
with C H 3 S H . Like N 0 3 + D M S , the O H + C H 3 S H reaction becomes faster 
with decreasing temperature (15-18), suggesting that the initial step in the 
mechanism is adduct formation. 

O H + C H 3 S H + M ^ C H 3 S ( O H ) H + M (9) 

Also, as appears to be the case for N 0 3 + D M S , the O H + C H ^ H reac
tion is known to give Η-abstraction products with unit yield (19). 

C H 3 S ( O H ) H + M - CHjS + H 2 0 (10) 

Hence, there are important similarities between the N 0 3 + D M S and O H 
+ C H 3 S H reactions. However, there are also important differences. First, 
at 298K the O H + C H 3 S H reaction is about 30 times faster than the N 0 3 + 
D M S reaction. Secondly, while N 0 3 + D M S displays a large H / D kinetic 
isotope effect (see above), isotope effects in O H reactions with C H 3 S H , 
C D 3 S H , and C H 3 S D are minimal (17,18). These reactivity differences can 
be rationalized by postulating that decomposition of ( C H 3 ) 2 S O N 0 2 to 
products competes relatively unfavorably with decomposition back to 
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7. WINE ET AL. Mechanisms of Gas-Phase Free-Radical Reactions 99 

reactants (i.e. k_7 > > k 8), whereas decomposition of CH3S(OH)H to prod
ucts is much faster than decomposition back to reactants (i.e. k_9 < < ki 0). 
Hence, the rate of the adduct -» product step, which should be sensitive to 
isotopic substitution, strongly influences the overall rate of the N 0 3 + D M S 
reaction but does not influence the overall rate of the O H + CH3SH 
reaction. 

Recently in our laboratory we have investigated the kinetics of 
chlorine atom reactions with C H 3 S H , C D 3 S D , H2S, and D2S (20) as a 
function of temperature. There have been no previous reports of the 
temperature dependence of the CI + C H ^ H rate coefficient and no 
previous kinetics studies of CI reactions with C D 3 S D or D2S. Nesbitt and 
Leone (21,22) have shown that, at 298K, the CI + C H 3 S H reaction occurs 
at a gas kinetic rate (k - 1.84 χ 10 1 0 cnAnoleculeV) and that kn/k 1 2 ~ 45. 

C l -I- C H 3 S H - C H 3 S + H Q (11) 

C l + C H 3 S H - CUSU + H Q (12) 

Several kinetics studies of the C l + H2S reaction have been reported (21,23-
27) with published 298K rate coefficients spanning the range (4.0 - 10.5) χ 
10 1 1 cnAnoleculeV 1 . Two temperature dependence studies (26,27) both 
conclude that the C l -I- H2S rate coefficient is temperature independent 
Internal state distributions in the HC1 product of C l + H2S and α + 
C H 3 S H (28,29) and the S H product of α + W£ (29) have also been 
reported. 

Arrhenius plots for reactions of CI with H2S, D2S, C H 3 S H , and 
C D 3 S D are shown in Figure 2. Arrhenius expressions derived from our data 
are as follows (units are 10 1 1 cnnnoleculeV 1; errors are 2σ, precision only): 

Ο + H ^ : k = (3.60 ± 0.26) exp [(210 ± 20)yT], 202-430K 

α + D2S: k = (1.65 ± 0.27) exp [(225 ± 45)/T], 204-431K 

Ο + C H 3 S H , C D 3 S D : k = (11.9 ± 1.7) exp [(151 ± 38)/T], 193-430K 

Kinetic data for C H 3 S H and C D 3 S D were indistinguishable so one 
Arrhenius expression incorporating all data is presented. One important 
aspect of our results is that all reactions are characterized by small but well-
defined negative activation energies, suggesting that long range attractive 
forces between S and CI are important in defining the overall rate coeffi
cient Our interpretation of observed kinetic isotope effects follows the 
same arguments as employed above in the comparison of N 0 3 + D M S with 
O H + C H 3 S H . In the case of the Ο + C H 3 S H reaction, adduct decompo
sition to products is apparently fast compared to adduct decomposition back 
to reactants whereas in the case of the α + H2S reaction the two adduct 
decomposition pathways occur at competitive rates. This argument seems 
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T(K) 

400 300 200 

2 U I I U 
2.2 3.2 4.2 5.2 

1 0 0 0 / K K ) 

Figure 2. Arrhenius plots for the reactions of chlorine atoms with H 2 S 
(O), D 2 S (#), C H 3 S H (•), and CD3SD (•) . Error bars are 2σ and 
represent precision only. Solid lines are obtained from linear least squares 
analyses which yield the Arrhenius parameters given in the text. 
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7. WINE ET AL. Mechanisms of Gas-Phase Free-Radical Reactions 101 

reasonable since we expect H 2 S C I to be a less strongly bound species than 
CH 3S(C1)H, thus making adduct decomposition back to reactants consider
ably more rapid for CI + than for CI + C H 3 S H . The relative stabilities 
of the adducts can be predicted based on the facts that a methyl group 
releases electron density to the sulfur atom more efficiently than does a 
hydrogen atom (30), and that the ionization potential of C H 3 S H is about 1 
ev lower than the ionization potential of H 2 S (31), thus facilitating the 
formation of a more stable charge transfer complex in the CI + C H 3 S H 
case. 

The Reactions of O H and OD with CH 3 CN and CD 3 CN 

Acetonitrile (CH 3 CN) is present at significant levels in both the troposphere 
and the stratosphere, and has been implicated in stratospheric ion chemistry 
(32-35). Reaction with O H is generally thought to be a major atmospheric 
removal mechanism for acetonitrile (35). Early studies of the kinetics of the 
O H + C H 3 C N reaction demonstrated that k(298K) - 2 χ 10 1 4 cnAnolecule-
-s_1 and that E a c l - 2 kcal mole*1 (36-41); it has generally been thought that 
reaction proceeds via a direct Η-abstraction mechanism (40-42). 

We recently carried out a detailed study of the hydroxyl reaction with 
acetonitrile which demonstrates that the reaction mechanism is considerably 
more complex than previously thought (43). The kinetics of the following 
four isotopic variants were investigated: 

O H + C H 3 C N -* products (13) 

O H + C D 3 C N - products (14) 

O D + C H 3 C N - products (15) 

O D + C D 3 C N -* products (16) 

A l l four reactions were studied at 298K as a function of pressure and 0 2 

concentration, while reactions 13 and 14 were also studied as a function of 
temperature. 

Experiments which employed N 2 buffer gas gave some results which 
appear inconsistent with the idea that reactions 13 - 16 occur via direct Η 
(or D) abstraction pathways. First, rate coefficients for reactions 13 and 14 
(but not reactions 15 and 16) increase with increasing pressure over the 
range 50 - 700 Torr; the largest increase, nearly a factor of two, is observed 
for reaction 14. Second, observed isotope effects on the (high pressure 
limit) 298K rate coefficients are not as would be expected for an Η (or D)-
abstraction mechanism. Measured 298K rate coefficients in units of 10 1 4 

cm^iolecule^s 1 are k 1 3 = 2.48 ± 0.38, k 1 4 = 2.16 ± 0.11, k 1 5 = 3.18 ± 0.40, 
and k 1 6 = 2.25 ± 0.28 (errors are To). If the dominant reaction pathway is 
Η (or D) abstraction we would expect reactions 13 and 15, which break C - H 
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102 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

bonds, to be faster by a factor of two or more than reactions 14 and 16, 
which break C-D bonds. Observed differences in reactivity are quite small, 
although reaction 15 does appear to be somewhat faster than the other 
reactions. 

The observed kinetics in the absence of 0 2 can best be reconciled 
with a complex mechanism which proceeds via formation of an energized 
intermediate, i.e. 

k. k, 
O H + C H 3 C N energized complex -* products 

I 
M , k c 

> adduct 

Such an energized intermediate could decompose to produce C H 2 C N + 
H 2 0 or other products, decompose back to reactants, or be collisionally 
stabilized at sufficiently high pressures. Hence, the reaction proceeds at a 
finite rate at low pressure but shows an enhancement in the rate as the 
pressure is increased. Such a mechanism is well documented for the 
important atmospheric reactions of O H with C O and H N 0 3 (44) and has 
recently been observed in our laboratory for the CI + D M S reaction (45). 
The pressure, temperature, and isotopic substitution dependences of the 
elementary rate coefficients k,, k„, and kç interact to produce the ob
served complex behavior. 

Perhaps the most conclusive evidence that the O H + C H 3 C N 
reaction proceeds, at least in part, via formation of an intermediate complex 
comes from experiments carried out in reaction mixtures containing 0 2 . 
Observed O H temporal profiles in the presence of C H 3 C N and 0 2 are non-
exponential and suggest that O H is regenerated via a reaction of 0 2 with a 
product of reaction 13. Two possibilities are as follows: 

O H + C H 3 C N - C H 2 C N + H 2 0 (13a) 

C H 2 C N + 0 2 -* -*> O H + other products (17) 

O H + C H 3 C N + M - adduct + M (13b) 

adduct + 0 2 -* -+ O H + other products (18) 

In the mixed-isotope experiments, we observe that O D is regenerated from 
O D + C H 3 C N + 0 2 and that O H is regenerated from O H + C D 3 C N + 0 2 ; 
these findings conclusively demonstrate that an important channel for the 
hydroxyl + acetonitrile reaction involves formation of an adduct which lives 
long enough to react with 0 2 under atmospheric conditions, and also places 
considerable constraints on possible adduct + 0 2 reaction pathways. A 
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7. WINE ET AL. Mechanisms of Gas-Phase Free-Radical Reactions 103 

plausible set of elementary steps via which O H can be regenerated in the 
O H + C D 3 C N + 0 2 reaction is shown in Figure 3. The mechanism in
volves O H addition to the nitrogen atom, followed by 0 2 addition to the 
cyano carbon atom, isomerization, and decomposition to D 2 C O -I- D O C N + 
O H . Further studies are needed to establish whether or not O D as well as 
O H is generated from O H 4- C D 3 C N + 0 2 and whether or not O H as well 
as O D is generated from O D + C H 3 C N + O* Further studies are also 
needed to directly detect end products of the adduct + 0 2 reactions(s). 

The Reactions of Alkyl Radicals with HBr and DBr 

The thermochemistry and kinetics of alkyl radicals are subjects of consider
able importance in many fields of chemistry. Accurate evaluation of alkyl 
radical heats of formation are required for determination of primary, 
secondary, and tertiary bond dissociation energies in hydrocarbons, for 
establishing rates of heat release in combustion, and for relating unknown 
"reverse" rate coefficients to known "forward" values. Kinetic data for 
numerous alkyl radical reactions are needed for modeling hydrocarbon 
combustion. 

Recent direct kinetic studies (46-51), primarily by Gutman and 
coworkers (46-49), strongly suggest that alkyl + H X reactions have negative 
activation energies, a finding which seems counter-intuitive for apparently 
simple hydrogen abstraction reactions. It should be noted, however, that 
one recent direct study (52) reports much slower rate coefficients compared 
to other direct studies (46,48,50,51) and positive activation energies for the 
reactions of t - C 4 H 9 with DBr and DI. 

Motivated initially by the desire to obtain improved thermochemical 
data for sulfur-containing radicals of atmospheric interest, we developed a 
method for studying radical + HBr(DBr) reactions by observing the appear
ance kinetics of product bromine atoms (53). We have recently applied the 
same experimental approach to investigate the kinetics of the following 
reactions (54): 

C H 3 + H B r - Br + CH4 (19) 

C D 3 + H B r -* Br + CDJH (20) 

C H 3 -I- DBr - Br + CHJD (21) 

QH5 + H B r - Br + Q H * (22) 

QH5 + DBr -* Br + QH5D (23) 

t - C 4 H 9 + H B r - Br 4- ( C H 3 ) 3 C H (24) 

t - C 4 H 9 + DBr Br + ( C H 3 ) 3 C D (25) 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
8,

 1
99

2 
| d

oi
: 1

0.
10

21
/b

k-
19

92
-0

50
2.

ch
00

7



104 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

M 
OH + D 3 C - C = N > D 3 C-C=N-OH 

0 2 M 

D 3 C-C=N-OH 

• 0 - 0 

D 2 C-C=N-OH 

ΛΙ 
0 - 0 

D,C-C=N-0H 
21 ι 
•0 OD 

D 2C=0 + DO-CEN OH 

Figure 3. Plausible set of elementary steps for the reaction O H + C D 3 C N 
+ 0 2 -> D^CO + D O C N + O H . Adduct decomposition to products is 
shown as a single step; in reality, it probably occurs via two sequential steps 
with either OJCO or O H coming off before the other. (Reproduced from 
reference 43. Copyright 1991 American Chemical Society.) 
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7. WINE ET AL. Mechanisms of Gas-Phase Free-Radical Reactions 105 

The isotope effect studies were motivated by a recent theoretical investiga
tion of the t - C 4 H 9 + HI, DI reactions (55) which suggests that negative 
activation energies for alkyl -I- H X reactions should be accompanied by 
inverse kinetic isotope effects, i.e., k H / k D < 1. 

In Table I our results (54) are compared with other available direct 
kinetic data for reactions 19-25. The negative activation energies and fast 
rate coefficients for alkyl + H B r reactions reported by Gutman and cowork
ers (46,47,49) are confirmed in our study. In fact, the activation energies 
derived from our data are consistently a little lower, i.e., more negative, 
than those reported by Gutman and coworkers and the 298K rate coeffi
cients obtained in our study are consistently more than a factor of two faster 
than those reported by Gutman and coworkers. Our 298K rate coefficient 
for the t - C 4 H 9 + H B r reaction exceeds the values reported by Russell et al. 
(46) and Richards et al. (50) by a factor of 2.7, but is in excellent agreement 
with the value reported by Seakins and Pilling (51); interestingly, the experi
mental technique employed by Seakins and Pilling was very similar to the 
technique employed in our study. Our 298K rate coefficient for the t - C 4 H 9 

+ D B r reaction exceeds the value reported by Richards et al. (50) by a 
factor of 2.7 and exceeds the value reported by Muller-Markgraf et al. (52) 
by more than two orders of magnitude. As discussed in some detail by 
Gutman (5(5), the probable source of error in the Muller-Markgraf et al. 
study (52) is neglect of heterogeneous loss of t - C 4 H 9 in their data analysis. 

Traditionally, hydrogen transfer reactions such as R + H X -* R H + 
X have been thought of as "direct" metathesis reactions with a barrier along 
the reaction coordinate and a single transition state located at the potential 
energy maximum. Rationalization of observed negative activation energies 
for R + H X reactions has centered around the postulate that product 
formation proceeds via formation of weakly bound R — X H complexes (45-
48,55). As shown by Mozurkewich and Benson (57), if the transition state 
leading from reactants to complex (TS1) is loose and the transition state 
leading from complex to products is both tighter and lower in energy com
pared to TS1, then a negative activation energy for the overall reaction 
should be observed. McEwen and Golden (55) have carried out a two 
channel R R K M calculation that models the t - C 4 H 9 + HI(DI) reactions as 
proceeding through a weakly bound complex; they were able to reproduce 
the kinetics results of Seetula et al. (48) for t - C 4 H 9 + HI assuming complex 
binding energies as low as 3 kcal mole 1 . Probably the most interesting 
aspect of McEwen and Gulden's study is the fact that models which were 
capable of reproducing experimentally observed (48) k(T) values for t - C 4 H 9 

+ HI also predicted an inverse kinetic isotope effect (KIE), i.e., t - C 4 H 9 + 
DI was predicted to be faster than t - Q H 9 + HI. The predicted inverse K I E 
results from the fact that the transition state leading from complex to 
products becomes looser with lower vibrational frequencies associated with 
deuterium substitution. Contrary to McEwen and Golden's prediction for t-
C 4 H 9 + HI, we observe normal KIE's for CH3, C2H5, and t - C ^ reactions 
with HBr. Richards et al. (50) also observe a normal K I E for the t - C 4 H 9 + 
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H B r reaction. It does appear, however, that the magnitude of the K I E is 
reduced as the activation energy becomes more negative, i.e., the observed 
K I E is largest for R = C H 3 and smallest for R = t-C4H9. Chen et al. have 
recently calculated a potential energy surface for the C H 3 + H B r reaction 
at the G l level of theory and deduced the existence of a hydrogen bridged 
complex which is bound by 0.28 kcal mole 1 and is formed without activation 
energy (58). They have also calculated rate coefficients for C H 3 + HBr , 
C H 3 + DBr, and C D 3 + H B r from R R K M theory with corrections for 
tunneling evaluated using the Wigner method (59). Their calculated isotope 
effects agree quantitatively with our measured isotope effects, a result which 
lends strong support to the idea that the methyl-HBr complex is hydrogen-
bridged rather than bromine-bridged. 

Summary 

Experimental kinetic data have been presented and discussed for a number 
of reactions where H / D isotope effects provide valuable mechanistic in
sights. For the reactions of atmospheric free radicals with reduced sulfur 
compounds, isotope effect studies provide information not only about C - H 
or S-H bond cleavage versus other reactive pathways but also on the 
relative rates of adduct decompositions back to reactants versus on to 
products. For the reaction of hydroxyl radicals with acetonitrile, isotope 
effect studies conclusively demonstrate the intermediacy of a long-lived 
adduct and also provide site-specific information which places important 
constraints on the detailed mechanism for hydroxyl generation from the 
adduct + 0 2 reaction. For the C H 3 + H B r reaction, comparison of ob
served and theoretical isotope effects supports the view that reaction 
proceeds via formation of a very weakly bound, hydrogen-bridged addition 
complex. In one case considered, namely the 02-independent channel for 
the O H + C H 3 S C H 3 reaction, there exist potential problems in relating 
experimental observations (6,7) to existing prejudices concerning the nature 
of kinetic isotope effects. 
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Chapter 8 

Kinetic Isotope Effects in Gas-Phase Muonium 
Reactions 

Susan Baer, Donald Fleming, Donald Arseneau, Masayoshi Senba, and 
Alicia Gonzalez1 

Tri University Meson Facility (TRIUMF) and Department of Chemistry, 
University of British Columbia, Vancouver, British Columbia V6T 2A3, 

Canada 

The study of the reaction dynamics of muonium (Mu), an 
ultralight isotope of hydrogen (mMu/mH = 1/9), provides a 
sensitive measure of mass effects in chemical reactions. 
The remarkable mass difference between Mu and the other 
hydrogen isotopes produces large kinetic isotope effects, 
providing a rigorous test of calculated potential energy 
surfaces (PES) and reaction rate theories. The low Mu 
mass also necessitates careful consideration of quantum 
effects, i.e. tunneling in the reaction coordinate. A 
review of recent results in gas phase Mu chemistry is 
presented, including comparison with relevant H chemistry 
and calculated PESs, where available. The magnitude and 
direction of the kinetic isotope effect is shown to be a 
sensitive function of the PES, particularly the height 
and position of the saddle point. 

Kinetic isotope effects have been extensively studied in previous 
years to provide information about proposed potential energy sur
faces and theories of reaction rates on those surfaces. 1 The study 
of hydrogen isotope effects has proved particularly interesting due 
to the large mass differences between the different isotopes, lead
ing to correspondingly large differences in rate constants; e.g., 
substitution of a deuterium atom for a protium atom in a molecule 
w i l l have a much larger effect on the relevant vibrational frequency 
than w i l l substitution of a 1 3C atom for a 1 2C. In addition, the 
probability of quantum tunneling is greatly increased by the low 
mass of H compared to heavier atoms and therefore the study of hy
drogen isotope effects can provide insight into this fundamental 
process. 

Current address: Loker Hydrocarbon Research Institute, University of Southern California, 
Los Angeles, CA 90089 

0097-6156/92/0502-0111$07.75/0 
© 1992 American Chemical Society 
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112 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

The three common isotopes of hydrogen are protium (Η), 
deuterium (D), and tritium (Τ), each possessing 1 proton, 1 elec
tron, and 0, 1, or 2 neutrons respectively. One novel isotopic form 
of hydrogen is the radioactive species muonium (Mu), comprized of 
one muon (μ*) and one electron. The muon, which is an elementary 
particle of the lepton family, possesses roughly one-ninth the mass 
of a proton, yielding Mu/H mass ratio of 0.113. Although not an 
isotope by the textbook definition (variation in neutron number), 
muonium behaves like a hydrogen isotope in that i t shares essenti
a l l y identical electronic characteristics and differs only in mass. 
This can be seen by the comparison between the properties of the 
hydrogen isotopes with Mu, given in Table I. Despite large mass 
variations, the electronic properties of these species, e.g. their 
ionization potentials, are virt u a l l y identical, confirming that 
muonium can be treated as an ultralight hydrogen isotope. 

The light mass of the muon (ca. 200 times the mass of an elec
tron) , however, raises the question of the validity of the Born-
Oppenheimer approximation in the atomic and molecular interactions 
of muonated species. It is well known that this approximation 
begins to break down as the mass difference between the nucleus and 
the electron becomes small, and the comparisons in Table I suggest 
that this could be of concern in the case of Mu. Theoretical calcu
lations of one-electron problems, 2* 3 however, (comparing for 
example, HD* and HMu*3), indicate that the Born-Oppenheimer approxi
mation remains valid for muon interactions. 

The main advantage in the study of Mu reaction kinetics over 
that of traditional hydrogen isotopes lies in the remarkable range 
and magnitude of possible isotope effects i t affords. Within the 
Born-Oppenheimer approximation, isotopic species share a common 
potential energy surface; any differences that arise in their 
respective reaction rates depend on mass effects only. The true 
surface must be able to account for the behavior of a l l isotopes, no 
matter how light or how heavy. With the inclusion of Mu, the avail
able mass ratio range of hydrogen isotopes is increased from 3 to 
27. This unprecedented mass range therefore provides a uniquely 
sensitive probe of reaction dynamics and of the underlying potential 
energy suface, particularly near threshold. 

Perhaps the most propitious result of the low Mu mass is the 
greatly enhanced predilection for quantum tunneling of Mu relative 
to H, enabling observation of tunneling effects at easily accessible 
tempertures (e.g. 100-200 K). This has facilitated experimental 
observation of tunneling regimes in some exothermic reactions where 
the experimental activation energy approaches zero,* indicative of 
threshold tunneling. 5 Another important advantage inherent in the 
study of Mu lies in the experimental technique. Muonium atoms are 
easy to form (provided a pion source is available) and Mu events are 
individually monitored, thereby eliminating the radical-radical i n 
teractions that often plague H experiments. 6* 7 The experimentally 
obtained Mu rate constants may therefore be more accurate than those 
of their heavier atom counterparts and can, in principle, be used to 
predict H atom reaction rates, providing an accurate potential 
energy surface is available. Although this application clearly l i e s 
in the future for most reactions, as calculation methods become 
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8. BAER ET AL. Kinetic Isotope Effects in Gas-Phase Muonium Reactions 113 

Table I. Comparison of the properties of Mu with H, D, and T. 
a) a) mass/mTI reduced mass/m IP(eV) Bohr radius/a Q (H) H e 

Mu 0.1131 0.9952 13.541 1.0043 

H 1 0.9995 13.598 1 

D 1.998 0.9997 13.602 0.9998 

Τ 2.993 0.9998 13.603 0.9996 

a) Calculated from difference in reduced mass, based on vapor values 
for the Η atom. 
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114 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

faster and more accurate, the study of Mu reactivity may be used 
more in this predictive capacity. 

The experimental technique also imposes a significant con
straint, however, on the study of muonium isotope effects. The muon 
is a radioactive particle with a h a l f - l i f e of 2.2 με, limiting the 
long term observation of muonium. Hence, very small rate constants 
are d i f f i c u l t to measure. On the other hand, measurement of very 
fast reactions can be limited by the formation time of thermal Mu 
(up to 100 ns at 1 atm in some gases), 8 and the time resolution of 
the detection technique (=1 ns). Therefore any chemistry we wish to 
observe typically occurs within a 0.1-10 μβ time window. These time 
constraints limit the observation of product molecules and secondary 
reactions of Mu. (Such observations can be facilitated, however, 
using resonant techniques.) Most reaction studies to date have been 
of primary reactions of free Mu atoms, the subject of this review 
paper. 

Experimental Technique 

The reactivity of Mu atoms can be monitored by the technique of muon 
spin rotation ^SR), which relies on the fact that the Mu i s formed 
100% spin polarized. Polarization can be lost in a number of ways 
including reaction to form some diamagnetic product. In a magnetic 
f i e l d , this loss of polarization and therefore the disappearance of 
free Mu atoms can be monitored. The μSR technique has been well 
described elsewhere 9 - 1 1 and w i l l not be addressed in great detail 
here. The following discussion is intended to elucidate the basic 
features necessary to understand and evaluate the experimental 
results presented below. 

Formation and Decay of Muonium Positive muons with high kinetic 
energy (ca. 4 MeV) are produced 100% longitudinally spin polarized 
from the parity violating decay of positive pions. Muon production 
therefore requires a source of pions. A l l the experiments described 
in this paper were performed at the TRIUMF accelerator in Vancouver, 
Canada.12 

When high energy muons enter a reaction chamber f i l l e d with 
some inert bath gas, they are thermalized by collisions. During the 
thermalization process they undergo a series of cyclic charge ex
change reactions with the bath gas, M, as indicated in 
R l # β , 10 , 11 , 13 

Below some threshold energy, which depends on the ionization poten
t i a l of M, Rl can no longer occur and the relative amounts of μ* and 
Mu are fixed. These final μ* and Mu yields depend reproducibly on 
the bath g a s . 8 , 1 3 Therefore, when studies of Mu chemistry are 
desired, i t is important to choose a bath gas, such as Ar or N2, 
which produces a large amount of Mu. Since the μ* is spin 100% 
polarized, muonium can be thought of as being produced equally in 
two forms: "singlet" muonium, sMu, where the spin of the muon and 
the electron are paired; and " t r i p l e t " muonium, M̂u, where the two 
spins are unpaired. 9 » 1 1 · 1 3 The sMu state i s , in fact, a super-

Mu + M+ Rl 
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8. BAER ET AL. Kinetic Isotope Effects in Gas-Phase Muonium Reactions 115 

position of [1,0> and [0,0> hyperfine states and thus is quickly 
depolarized due to the strong hyperfine interaction (\>Q = 4463 Hz) 
between the μ* and the e" spins. Classically, i t can be considered 
as total spin S = 0 in a weak magnetic f i e l d and thus as diamagne-
t i c . If thermalization takes place in a short time period, the **Mu 
atoms w i l l retain their spin polarization. Loss of polarization 
w i l l occur i f the time spent as sMu during the charge exchange pro
cess is long relative to the characteristic period of the hyperfine 
interaction between the μ* and the electron in sMu (l/\>0 = 0.22 ns) . 
Since the time between sMu collisions is directly related to the 
coll i s i o n frequency, loss of spin polarization can be avoided 
through use of sufficiently high pressures (~1 atm) of the bath 
gas. 

Muonium Spin Rotation ^SR) When placed in a transverse mag
netic f i e l d , the muon spin precesses with a characteristic frequen
cy that depends on both the strength of the f i e l d and the environ
ment of the muon. Diamagnetic species such as μ* and MuH precess 
with a frequency of 13.6 kHz/G, while paramagnetic M̂u precesses 
much faster—1.39 MHz/G in low fields. Regardless of i t s form, the 
muon decays with a mean l i f e of 2.2 με, emitting a positron prefer
entially along i t s spin axis. Thus, a positron counter placed in 
the plane of spin rotation displays a wave-like signal that varies 
in amplitude with the characteristic frequency corresponding to the 
precession of the muon spin. An example is shown in Figure la, for 
μ* stopping in N 2 at =1 atm pressure. This figure i s a histogram of 
millions of collected positron events (timed relative to when the 
corresponding muon entered the reaction chamber). The characteris
t i c decay that arises from the 2.2 με lifetime of the muon has been 
substracted out for clarity. The solid line is a computer f i t to 
the data. The frequency of the precession signal indicates the 
environment of the muon (μ*, Mu, etc.), while the amplitude, often 
called asymmetry, indicates the number of muons that are in that 
environment. In an inert bath gas, like N2, the slight damping in 
the amplitude of the precession signal over time is simply due to 
some spin dephasing arising from small inhomogeneities in the mag
netic f i e l d . The rate at which this occurs is called the background 
relaxation rate, XQ. 

In the presence of a dilute reactant, chemical reaction of the 
Mu atom can occur. When a diamagnetic product molecule is formed, 
the muon spin begins to precess at i t s characteristic diamagnetic 
frequency. (Chemical shifts are typically too small to be resolved 
by the μSR technique.) Since this frequency is ca. 100 times slower 
than that of Mu, and, moreover since these diamagentic products are 
formed at random times and thereby possess no coherent phase, they 
are not experimentally observeable and the overall Mu ensemble is 
seen to relax exponentially. 1 0 This process is illustrated in 
Figure lb where the i n i t i a l amplitude of the precession signal is 
quickly damped as the reaction occurs. 1 4 The overall relaxation 
rate, λ, is related to the bimolecular rate constant, k, as shown in 
Equation (1), where [X] is the concentration of the reactant. 

λ = λ 0 + k[X] (1) 
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-0.25 1 1 1 1 I I I I I L 
0.0 0.3 0.6 0.9 1.2 1.5 1.8 2.1 2.4 2.7 3.0 

a. Time in με 

Figure 1. The μSR signal at 200 Κ for Mu precession in a trans
verse magnetic f i e l d of 7.7G for a) 1000 torr pure N2 and b) 
1000 torr N 2in the presence of 1% additional C 2D 4. The solid 
line is a chi-squared f i t to the data, yielding the indicated 
relaxation rates. (Reproduced with permission from Ref. 15. © 
1990 American Institute of Physics). 
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8. BAER ET AL. Kinetic Isotope Effects in Gas-Phase Muonium Reactions 117 

By measurement of λ at a series of concentrations of X, the kinetic 
quantity of interest, the reaction rate constant, can be extracted. 

Some addition reactions of Mu result in the formation of a 
paramagnetic, product (e.g., MuCjH^ in the presence of a bath 
gas 1 5). This type of reaction also results in a decay of the Mu 
signal that can be described by ( l ) . 1 6 The environment of the muon 
is s t i l l paramagnetic, but the coupling between the μ* and the elec
tron is greatly reduced relative to Mu due to the greater distance 
bewteen the μ* and the e" spin density in the free radical. 
Although such muonium radicals are the subject of intense investiga
tion in their own right, 9 » 1 1 » 1 7 only the kinetics of the addi
tion step w i l l be considered in this paper. 

As noted above, the vSR technique monitors the reaction of each 
Mu atom individually. Each time a muon enters the reaction chamber 
a clock is started, which is only stopped after a positron has been 
detected or a fixed amount of time greater than several muon l i f e 
times has elapsed. If another muon enters the chamber during that 
interval, both muon events are rejected and do not contribute to the 
final histogram. In this way, the possibility of distorting the 
experimental results by competing Mu interactions i s eliminated. As 
mentioned above, this has frequently been a problem in kinetic 
studies of the corresponding H reactions.6»7 

M u o n i u m K i n e t i c I s o t o p e E f f e c t s 

Despite the growing sophistication of molecular beam experiments and 
measurements of state-to-state reaction cross sections, 1 8» 2 7 the 
study of bulk chemical kinetics, as manifest by thermal reaction 
rate constants, remains important. Fi r s t , rate constants provide 
some measure, albeit indirect, of absolute cross sections, rarely 
reported in beam experiments. Second, only thermal rate constants 
test the nature of the potential energy surface near the reaction 
threshold, thus usually providing the best determination of both the 
position and height of the potential barrier. The measurement of 
kinetic isotope effects is of v i t a l importance to this point, 
particularly in the case of the ultralight hydrogen isotope, Mu, 
with i t s pronounced sensitivity to dynamical mass effects. 

This section addresses the specific effects of the low muonium 
mass on reaction rates; i.e. what kind of kinetic isotope effects 
(kvju/kjj) do we expect for Mu atom reactions? Consider f i r s t the 
relative energies for an atom-molecule reaction of either Mu or H. 
Since isotopic reactions share a common reaction potential surface, 
energetic differences must arise from differences in translations or 
internal mode vibrations and rotations of the respective transition 
states. The lower mass of the Mu atom causes an increase in the 
vibrational frequencies and therefore the zero point energy of the 
transition state. The zero point energies of the reactants are, of 
course, independent of isotopic substitution. The resulting rise in 
the reaction activation energy causes a decrease in the muonium 
reaction rate; i.e. /ku < 1. This effect can be quite large, 
particularly for an endotnermic reaction, such as Mu + H 2 , 1 9 » 2 0 

possessing a "late" potential barrier. For such a reaction, the 
reduced mass of the transition state resembles the reduced mass of 
the products more closely than that of the reactants, resulting in a 
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118 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

maximum difference in zero point energies and thereby enhancing the 
rate of H abstraction relative to Mu abstraction. 

A second muonium isotope effect, mentioned previously, is the 
enhanced possibility of tunneling. Since tunneling probability de
pends exponentially on the square root of the mass, Mu, with one-
ninth the mass of H, has a much greater chance of tunneling at a 
given temperature, 2 l» 2 2 leading to a corresponding increase in the 
muonium reaction rate constant; i.e. k^u^H > 1. Quantum tunneling 
is most important for exothermic reactions, such as Mu + F 2,* which 
tend to exhibit "early" barriers. 

A third mass effect, arising from translational motion in 
simple c o l l i s i o n theory, is that the average velocity of the reac
tive particle at a given temperature is inversely proportional to 
the square root of i t s mass. This implies that Mu has three times 
larger velocity than H, causing a three-fold increase in the Mu 
encounter frequency. For certain reactions this increased encounter 
frequency translates directly into an enhanced reaction rate, 
causing an isotope ratio of up to kwu/kjj = 2.9. A further effect of 
this enhanced velocity is that the duration of the Mu c o l l i s i o n is 
shorter than i t s H counterpart. This effect can be important in 
reactions where steric effects and/or molecular orientation play a 
role since the Mu atom may not have time to "find" the proper orien
tation. This effect therefore tends to decrease the relative 
muonium reaction rate: k^ u/kjj < 1. 

The magnitude of the final kinetic isotope effect, kw u/kjji i s 
an interplay of a l l the above, and a sensitive function of the 
potential energy surface; in particular, the position of the saddle 
point on that surface. A wide range of kinetic isotope effects has 
been observed: from k M u/k H = 0.08 for the reaction of Mu(H) with 
H 2, 1 9 to k M u/k H = 100 at low temperatures for the reaction of Mu(H) 
with F 2.* These reactions are discussed below. 

Transition State Theory The effect of muonium substitution on 
reaction rates can be expressed in terms of transition state 
theory.* » 1 5 » 2 0 » 2 3 » 2 * The expression for the thermally 
averaged rate constant, k(T), for the reaction A + Β -> products, is 
given in Equation (2), where kg is Boltzmann's constant; h is 
Planck's constant; I"t is the transmission or tunneling coefficient; 
Q , Qa, and Qg are the partition functions for the transition state, 
A, and B, respectively; and E v a is the vibrationally adiabatic 
barrier to reaction. (The vibrationally adiabatic barrier equals 
the difference in energy between the ground vibrational state of the 
transition state and that of the reactants.) 

k RT nt -E„ a/k nT 
k ( T ) , r t _ B _ ^ _ e va Β ( 2 ) 

The kinetic isotope effect, k M u/k H, can then be expressed as Equa
tion (3) where Δ Ε ν & is the difference in the vibrational adiabatic 
barriers, and the prime denotes the muonated species. 

kH " r t QMU Q t Θ (3) 
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8. BAER ET AL. Kinetic Isotope Effects in Gas-Phase Muonium Reactions 119 

By expanding the relevant partition functions and expressing 
AE v a in terms of the vibrational frequencies of the transition 
state, s (excluding the reaction coordindate) , the kinetic 
isotope effect can be written as (A), where m equals mass, μ equals 
reduced mass, and 1̂ , Ig, and Iç refer to the moments of inertia of 
the transition state. 

* * L . _ V f J V 3 / 2
 ( 1 Λ 3 / 2 , W c ΛΙ/2 

μ 
k u Γ riL- v t ' T A L L H t Mu μ A B C 
3n-7 . ,-h\i.* /k-T* +, + 

n ( 1 ~ e x P ( * ) exp [-h/2kRT Σ (υ* - υ*)] (A) 
i l-exp(-h\>: /k_T) i 

1 D 
This expression can be simplified by use of the Redlich-Teller 
product theorem, Equation (5), where m̂  are the masses of the atoms 
comprising the molecule with mass M. 

wι - / 0 111^1 ' 1 / 9 n m.' , / 9 3n-6 υ.· 
( 4 - ) 3 / 2 ( ) 1 / 2 = π (-^-) 3 / 2 π -±- (5) 

W c i m i i i 
After factoring out the imaginary frequencies \)*, corresponding to 
the reaction coordinate and substituting u^ = hxj^/kgT, k M u/kjj can 
be writen as Equation (6). 

kH " ^tT \>* i u i sinh(u|/2 ) W 

Using the(harmonic oscillator approximation, the isotopic frequency 
ratio, \ r / \ J , can be written as (u*/u* ) 1 ' 2 where μ refers to the 
reduced mass of the reaction complex at the geometry corresponding 
to the transition state. The rate constant ratio can therefore be 
written as Equation (7). 

h ^ . l x L ( μ * 1/2 3n-7 u\ sinMu, /2) 
kH ~ F t μ*^ i u i sinh(u!/2) U ) 

This equation is composed of three separate ratios, which can 
be considered independently. The f i r s t is the strongly temperature 
dependent ratio of the transmission coefficients, Γ£ /T t, which in
cludes contributions from both barrier recrossing and quantum tun
neling. Although rigorous quantum formulations e x i s t , 2 5 transition 
state theory is essentially a classical theory and does not 
a-priori include quantum tunneling. The transmission coefficient is 
therefore introduced as an ad-hoc factor to incorporate quantum 
tunneling into the formalism. There has been significant debate on 
the methods of calculating these transmission coefficients; and 
measurements of Mu isotope effects have been important in evaluating 
the accuracy of these methods. 2 2* 2 6* 2 7 The second ratio, 
(μ /μ ' ) 1 / 2 , is the square root of the reduced mass of the two 
transition states. It is important to emphasize that this term 
depends on the geometry of the transition state and therefore on the 
position of the reaction barrier. This term, therefore, contains 
information about the reaction dynamics and is often called the 
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120 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

primary isotope e f f e c t . 2 8 For an endothermic reaction with a corres
pondingly late barrier, the reduced mass of the transition state 
resembles more closely that of the products and the ratio 
(μ /μ ' ) 1 / 2 approaches 1. For an exothermic reaction, on the other 
hand, with an early barrier to reaction, the reduced mass of the 
transition state resembles that of the reactants. In this limit, 
the ratio (μ /μ ' ) 1 ' 2 approaches 2.9, the velocity difference men
tioned above. 

The third ratio, n(u;[sinh(u^/2) )/(u^ sinh(u|/2) ) , appears com
plicated at f i r s t , but can be simply considered as containing a l l 
the information about the internal modes of the transition state 
other than the reaction coordinate (e.g., for a bimolecular exchange 
reaction, the symmetric stretch and bend modes). For this reason, 
i t is often called a secondary isotope e f f e c t . 2 8 For an early 
barrier, where these internal modes have very low frequencies, the 
value of this ratio approaches 1. For a late barrier, on the other 
hand, vibrational modes have much higher frequencies and are strong
ly affected by isotopic substitution. The secondary isotope effect 
approaches zero and thus can have a dramatic effect on the 
kinetics. 

In conclusion, for an endothermic reaction with a late barrier: 
the ratio of the transmission coefficients should approach 1 since 
tunneling i s not expected to be important (barrier recrossing could 
reduce this ratio); the primary kinetic isotope effect approaches 1; 
and the secondary isotope effect approaches 0. The net effect can 
therefore be a pronounced negative isotope effect: k^ u/kjj << 1, as 
observed for Mu + H 2

1 9 and Mu + HC1.47 On the other hand, for an 
exothermic reaction with a correspondingly early barrier: the 
secondary isotope effect approaches 1; the primary isotope effect 
approaches 2.9 (simply the ratio of the mean velocities for Mu and 
H); and the ratio of the transmission coefficients, Γ£ /Γ^, contain
ing a l l the interesting information on the reaction dynamics w i l l be 
greater than or equal to 1. The net effect, which w i l l l i k e l y be 
temperature dependent due to the ratio of the transmission c o e f f i c i 
ents, is therefore a positive isotope effect: k^ u/k^ £ 2.9. 

Mu + H 2 (D 2 ) 

The bimolecular exchange reaction of Η + H 2 and i t s deuterated v a r i 
ations have been extensively studied over the last 60 years both 
from an experimental 2 9 - 3 1 and theoretical perspective. 2 9» 3 2- 3 4 

The persistent interest in this reaction stems both from i t s fun
damental interest as the simplest of a l l bimolecular exchange reac
tions and from the fact that i t is the only reaction for which the 
potential energy surface has been essentially exactly calculated. 3 4 

Because an accurate surface i s available, this reaction provides an 
excellent test of different theories of reaction dynamics. Since 
the errors in these theories are most accentuated under conditions 
where quantum interactions become important (e.g. very low tempera
ture, low mass), the study of the isotopic reaction, Mu + H2 > 
MuH + H, where quantum tunneling may play an enhanced role, is of 
considerable interest. This has led to several theoretical studies 
of the Mu + H2 system in recent years, 2 9 » 3 2 » 3 5 as well as 
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8. BAER ET AL. Kinetic Isotope Effects in Gas-Phase Muonium Reactions 121 

experimental measurements of the reaction rate constants for Mu + 
H2 and Mu + D2 in this laboratory. 1 9 » 2 0 

The Mu + H2 reaction is endothermic by the difference in the 
zero point energy between MuH and H2: 31.8 kJ/mol (for Mu + D2, 
38.5 kJ/mol). 2 0 Therefore, both high temperatures and high pres
sures of H 2(D 2) were necessary in order to observe the reaction 
within the muon lifetime. 

A comparison between the measured reaction rates and Arrhenius 
parameters for Mu + H2 and H + H2 is given in Table II. The most 
striking result is the large negative isotope effect: k^ u/k^ =0.08. 
This value is temperature independent. 1 9 » 2 0 » 2 9 As mentioned 
above, this can be qualitatively understood in terms of a late 
potential barrier for the endothermic Mu + H2 reaction, which 
results in an increase in the zero point energy of the transition 
state. Since the reactant energy is unchanged, this leads to a con
siderably larger activation energy (E a) for the Mu + H2 reaction, 
and correspondingly much slower reaction rates. The roughly three-
times slower reaction rate of Mu + D2 relative to Mu + H2 occurs for 
the same reason: an increase in the zero point energy of the tran
sition state relative to the reactants. 2 0 This same effect is 
observed for H + D2 versus H + H2 (Table I I ) . 3 1 

A comparison of the Mu + H2 and Mu + D2 experimental results 
with theory is shown in the Arrhenius plot from ca. 500-850 K, given 
in Figure 2. The dot-dashed line refers to the variational transi
tion state theory calculations of Garrett and Truhlar using the 
least action ground state approximation to compute the tunneling 
correction. 2 6 The barrier height of the potential energy surface 
has been adjusted slightly in the calculation. As can be seen from 
the figure, this method works very well at high temperatures, but 
starts to break down slightly at lower temperatures for both Mu + H2 

and Mu + D2. Tunneling is predicted to become important for these 
reactions around 500 K , 3 2 » 3 5 so the f i t t i n g problems in the tran
sition state theory calculations at lower temperatures are l i k e l y 
due to inadequate treatment of tunneling effects. (As noted above, 
Mu reactivity provides an extremely sensitive measure of the correct 
tunneling path to be used.) This disagreement between the experi
mental data and the transition state theory calculations would be 
expected to become increasingly pronounced at lower temperatures 
where tunneling begins to dominate. The slowness of the reaction 
relative to the μ* lifetime, however, prohibited i t s measurement at 
these temperatures. The dashed line in Figure 2 refers to the 
"exact" coupled states 3-dimensional quantum calculation by 
Schatz, 3 2 which shows excellent agreement with the data over the 
entire temperature range. (There are no adjustable parameters in 
this calculation.) This suggests that under conditions where tun
neling can be important, such as in Mu reactions and/or at low tem
perature, the quantum calculations are significantly superior to 
even sophisticated transition state theory calculations. It would 
be interesting to see the comparison between Mu and Η reaction rates 
extended to more recent quantum calculations of the Η + H2 

system.3 3 
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122 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Table II. Comparison between Mu + H and H + H at 745K. 

Reaction AH(kJ/mol) Ε (kJ/mol) k(cm molecules s ) 

l ) a H + H 2 0 
a 
35.6±2.1 -14 

40 χ 10 
2) a H + D2 4.2 39.3±1.3 -14 

14.4 χ 10 
3) b Mu + H 2 31.8 55.6±0.8 -14 

3.3 χ 10 
4) b Mu + D2 38.5 61.5±1.7 -14 

1.0 χ 10 

k./k. = 0.08 k./k0 = 0.07 3 1 4 2 
a) Data from Ref. 31 
b) Data from Ref. 19 

ICVT/LAG Theory 

1.0 1.2 1.4 1.6 1.8 2.0 2.2 

1000/T (K) 

Figure 2. Arrhenius plots for Mu+H2 and Mu+D2. The solid lines 
are f i t s to the experimental data from Ref. 19. The dashed line 
gives the result of 3-dim. quantum mechanical calculations. 3 2 

The dot-dashed lines refer to variational transition state 
theory calculations on the same surface. 2 6 (Reproduced with 
permission from Ref. 19. © 1987 American Institute of Physics). 
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8. BAER ET AL. Kinetic Isotope Effects in Gas-Phase Muonium Reactions 123 

Mu + X 2 

The reactions of Mu with the halogens (F 2, C l 2 , and B r 2 ) 4 are also 
simple abstraction reactions like Mu + H2 but differ markedly in 
their reaction energetics. As shown in R2-R4, a l l three reactions 
are very exothermic and therefore very different kinetic isotope 
effects from those in the Mu + H2 reaction are expected. 

Mu + F 2 > MuF + F ΔΗ = -369.0 kJ/mol R2 

Mu + C l 2 > MuCl + CI ΔΗ = -155.2 kJ/mol R3 

Mu + Br 2 > MuBr + Br ΔΗ = -142.3 kJ/mol R4 

These experiments were performed in a similar manner to those 
for Mu + H2 described above, except that, due to the exothermicities 
involved, high pressures and temperatures were not required. In 
each case, the reactions Mu + X 2 were measured from ca. 150-500 K, 
depending on the vapor pressure of X 2, and at ca. 1 atm N2 pres
sure. 

The measured rate constants and activation energies for R2-R4 
are given in Table III, along with the kinetic isotope effects at 
298 K. The kinetic isotope effects for these reactions are a l l 
£ 2.9, as predicted for an exothermic reaction with an early 
barrier. The early position of the barrier along the reaction co
ordinate has been confirmed by calculations of HX2 potential energy 
surfaces. 2 1» 3 6 As discussed above, the kinetic isotope effect for 
a highly exothermic reaction consists of a simple mass contribution 
of 2.9 and a tunneling contribution given by the ratio of the trans
mission coefficients (barrier recrossing effects are not significant 
for exothermic reactions). The extent of the tunneling contribution 
can therefore be gauged by dividing the experimentally determined 
kinetic isotope effect by 2.9, yielding the ratio of the transmis
sion coefficients in Table III. These values are a l l greater than 
one, demonstrating that quantum tunneling is indeed enhanced for Mu 
relative to H, even at room temperature. At 250 K, this ratio is 
further enhanced, equaling 8.0 for Mu + F 2 and 2.1 for Mu + C l 2 . 

Further evidence of quantum tunneling can be found in the com
parison of the experimentally obtained Arrhenius activation energies 
Ea(Mu) and E a(H). The Arrhenius activation energy can be defined by 
Equation (8) , 3 7 

Ε = <E*> - <E> (8) a 
where <E > is the average energy of those collisions leading to 
reaction and <E> is the average energy of a l l molecules. Classi
cally, for an exothermic reaction, E a is expected to depend only 
slightly on temperature and/or on isotopic substitution,4»38 as 
observed for H + X 2. 3 9~ 4 1 The Arrhenius plots for these reactions 
yield essentially straight lines over the measured temperature 
range. This classical behavior is not observed, however, in the 
reactions of Mu with the halogens, as shown dramatically by the 
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124 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Table III. Comparison between the reactions of Mu and H with the 
naiogens. 

F2 c i 2

b B r 2
c 

k 2 gg(Mu)^(10 1 1 cm3molecules *s 2.62±0.06 8. .5010.1A 56. ,010.9 

k 2 9g(H) (10 1 1 cm3molecules *s 0.16±0.01 2. .1010.10 6. .510.5 

k M u/k H (298K) 16.A A, ,0 8. .6 

FMu / Γ Η ( 2 9 8 K ) 5.7 1, .A 3, .0 

Γ Μ α / Γ Η (250K) 8.0 2, .1 A, .2 

Ε (Mu)9 (kJ/mol) a 3.110.3 2, .710.2 -0, .A010.08 

Ε (H) e (kJ/mol) 9.210.3 5, .010.A 5, .610.5 

a) H data from Ref. 39. 
b) H data from Ref. AO. 
c) H data from Réf. A5. 
d) Mu data from Ref. A. 
e) From Arrhenius f i t s over 250-500 K. 
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8. BAER ET AL. Kinetic Isotope Effects in Gas-Phase Muonium Reactions 125 

Arrhenius plots for reactions R2-R4, given in Figure 3. Both the 
reactions with F 2 and C l 2 show a pronounced curvature at low temper
atures. (Mu + Br 2 displays quite different behavior, as discussed 
below.) In fact, the rate constant of Mu + F 2 appears to approach a 
temperature independent regime below ca. 150 K. This dramatic 
decrease in the apparent activation energy of the reaction is 
indicative of Wigner threshold tunneling, which has been hypothe
sized to occur when the ratio of the de Broglie wavelength of the 
tunneling particle to the thickness of the barrier is much greater 
than l . 5 This can be expressed in terms of temperature, T, as given 
by Equation (9), 

Τ << h 2/2uk Bt 2 (9) 

where t is the thickness of the barrier and μ is the reduced mass of 
the particle. Below this threshold, everything tunnels through the 
barrier and therefore further decreases in temperature do not en
hance the tunneling rate. From the potential energy surface for Mu+ 
F 2 given in Ref. 21, Τ need only be below -500 Κ for this threshold 
to be attained, a condition easily met by the experiment. (For Η + 
F 2, the same condition requires temperatures below 50 K. 3 6) This i s 
believed to be the f i r s t experimental indication of Wigner threshold 
tunneling in the gas phase. 

Variational transition state theory calculations of the Mu + F 2 

and Mu + C l 2 reaction r a t e s 2 1 do not account well for the observed 
Arrhenius behavior. For both reactions, the calculations overesti
mate the rate constants at high temperature and underestimate them 
at low temperature, as shown in Figure 4 for the reaction of Mu(H) + 
F 2. The corresponding calculations for Η + F 2 and H + C l 2

2 1 give 
much better agreement with the experimental data, 3 9»* 0 suggesting 
that errors in the calculated potential surface cannot entirely 
account for the poor agreement of the theory and experiment in the 
muonium reactions. In particular, the underestimation of the calcu
lated rate constants for Mu at low temperatures suggests that quan
tum tunneling is not properly accounted for in the calculation. 
This is consistent with the Mu + H2 calculations, described above; 
although the "exact" surface for Mu + H2 is known, the transition 
state theory calculations predicated on a given tunneling path 3 6 did 
not give as good agreement with the experimental data as the 3-D 
quantum calculations 3 2 at low temperatures. The oyerestimâtion of 
the calculated rate constants for Mu + F 2 and Mu + C l 2 at high tem
peratures, however, li k e l y arises at least in part from an error in 
the potential energy surface. In both reactions (H2 and the hal
ogens) the study of muonium isotope effects has provided a stringent 
test of reaction rate theories. 

The Arrhenius behavior of Mu + Br 2 is quite different than that 
of the other halogens, as seen in Figure 3 ; Mu + Br 2 displays a 
negative temperature dependence over the measured temperature range. 
This type of behavior, which is commonly observed in ion-molecule 
and radical-radical reactions, suggests that the energetic barrier 
to reaction i s either non-existent or lies below the reactants in 
energy. 4 2 An Arrhenius f i t over the temperature range 200-400 Κ 
yields a negative activation energy of -0.040 ±0.08 kJ/mol, consis-
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126 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

I ι ι ι I 
2 4 6 8 10 

1000/T (K) 

Figure 3. Arrhenius plots for reactions R2 (squares), R3 
(circles), and R4 (triangles). Solid points are from Ref. 4; 
open points are from Ref. 24. Dashed lines are experimental 
Arrhenius f i t s over 250-500 Κ for R2 and R3 and 200-400 Κ for 
R4, while solid lines are f i t s over 100-200 Κ for R2 and 160-200 
Κ for R3. (Reproduced with permission from Ref. 4. © 1989 
American Institute of Physics). 

101 

I 
CO 

J 10° 
ο 
Ε 

Κ) 

Ε ο 

b i o " 1 

0 2 4 6 8 10 
1000/Τ (Κ) 

Figure 4. Comparison of theory and experiment for Arrhenius 
plots of the Mu + F 2 reaction. The Mu data are given by the 
squares. 4 The H data are given by the solid lines (thin solid 
line from Homann et a l . ; thick solid line from Albright et 
a l . ) . 3 9 The dashed lines are the transition state theory cal
culations for Mu + F 2 (upper) and H + F 2 (lower). 2 1 (Reproduced 
with permission from Ref. 4. © 1989 American Institute of 
Physics). 
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8. BAER ET AL. Kinetic Isotope Effects in Gas-Phase Muonium Reactions 127 

tent with atomic beam studies of H + Br 2, which also exhibit a nega
tive energy dependence.32 Theoretical work on both H + Br 2 and Mu + 
Br 2 has been unable to account satisfactorily for the observed 
behavior . 21 ,44 

The temperature dependence of the H(D) + Br 2 reaction rate has 
been recently directly measured by a Lyman-α resonance technique. 4 5 

The activation energy for abstraction by H is found to be positive 
(5.6 ± 0.5 kJ), in contrast to the Mu results (-0.40 ± .08 kJ) and 
also in conflict with the energy dependence of the H + Br 2 molecular 
beam data. 4 3 A transition state theory calculation in Ref. 45 on a 
modified LEPS surface is able to account for the H(D) + Br 2 kinetic 
data over the small experimental temperature range, 214-295 K. 
Transmission coefficients do not differ appreciably from unity and 
hence tunneling is relatively unimportant. Interestingly, these 
authors have also calculated the Mu + Br 2 rate on the same surface. 
They are not able to reproduce the observed negative temperature 
dependence, but do find transmission coefficients (Mu)/Γ^(H) 
greater than 1, even at room temperature, qualitatively consistent 
with the experimental values in Table III. This is a puzzling 
aspect of the Mu + Br 2 data. The temperature dependence, as 
mentioned, suggests no barrier, in which case quantum tunneling 
should have l i t t l e or no influence on the reaction rate. 

The enhancement in the ratio of the transmission coefficients 
is not understood. It is unlikely to be due to a steric effect in 
the bimolecular c o l l i s i o n since any steric constraints would be ex
pected to slow the Mu reaction relative to H due to the shorter 
duration of the Mu co l l i s i o n . One possible explanation of the 
enhancement is the presence of a bound reaction complex, MuBr2, on 
the potential energy surface. This Van der Wals type complex could 
be thought of as a weakly bound analogue of ion-molecule c o l l i s i o n 
complexes, which are estimated to be bound by ca. 10-15 
kcal/mol. 4 6 The presence of a bound intermediate species on the 
reaction surface necessarily implies the existence of an energetic 
barrier lying below the reactants in energy. Such a barrier would 
slow the reaction rate relative to the col l i s i o n rate for entropie 
rather than energetic reasons and could account for the negative 
temperature dependence observed. Further theoretical studies of 
both H + Br 2 and Mu + Br 2 are required, however, to establish the 
existence of such a bound MuBr2 species on the reaction surface. 

Mu + HX 

The reactivity of Mu with the hydrogen halides, HC1, HBr, and HI has 
also been investigated. 4 7 Both the exchange reaction, resulting in 
formation of MuX, and the abstraction reaction, resulting in forma
tion of MuH, are possible. Due to the zero point energy difference 
between HX and MuX, however, exchange is endothermic (=29 kJ/mol) 
and hence abstraction i s the only pathway observed experimentally. 
The abstraction reactions vary from endothermic for Mu + HC1 to 
highly exothermic for Mu + HI, as shown in R5-R7. 

Mu + HC1 > MuH + CI ΔΗ = 21.8 kJ/mol R5 
Mu + HBr > MuH + Br ΔΗ = -41.0 kJ/mol R6 
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128 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Mu + HI > MuH + I ΔΗ = -110.9 kJ/mol R7 

The corresponding H reactions are a l l exothermic due to more favor
able zero point energy effects, but show the same trend of increas
ing reaction exothermicity with increasing halogen size. 

Because i t encompasses both endo- and exothermic reactions, the 
series given in R5-R7 is particularly interesting to the study of 
muonium kinetic isotope effects. Based on the discussion above, the 
magnitude and direction of the k M u/k H ratio is expected to change 
dramatically from the reaction with HC1 to the reaction with HI. In 
addition, since the exothermicities of R6 and R7 are s t i l l relative
ly modest compared to those of Mu + X 2, the magnitude of the kinetic 
isotope effects are expected to l i e between those observed for Mu + 
H2 and Mu + X 2. This intermediate regime should be very sensitive 
to small differences in the isotope effect contributions discussed 
above. 

The reactions of Mu + HBr and Mu + HI were studied from 150-
500 Κ in an analogous manner to the reactions of Mu with X 2.*» 4 7 

Due to the endothermicity of the reaction of Mu with HC1, only an 
upper limit for the reaction rate constant was reported at room tem
perature. 

A comparison between the kinetic data for Mu + HX*7 and Η + 
HX* 8»* 9 is given in Table IV. As expected, the kinetic isotope 
effects, k M u/kjj, vary dramatically, from much less than one for the 
endothermic Mu + HC1 reaction to greater than one for Mu + HI. 
Although the effect reported for Mu + HC1 is only an upper limit, 
i t s magnitude appears reasonable based on comparison with the reac
tion of Mu + H 2. 1 9 The endothermic HC1 reaction is not expected to 
display any contributions from tunneling, as observed for Mu + H2. 

The kinetic isotope effects observed for the reactions of Mu + 
HBr and Mu + HI are intriguing. The potential energy surfaces for 
the corresponding Η reactions indicate the presence of an early 
b a r r i e r , 5 0 and therefore similar behavior to that of the Mu + X 2 

reactions is expected.* In other words, the Mu reaction rate should 
be greatly enhanced compared to that of H due to the primary isotope 
effect of ca. 2.9 and due to tunneling effects in the lower tempera
ture regions. 

The observed isotope effects differ considerably from these 
expectations. Although k^u/k^ is greater than one, as expected, i t s 
magnitude does not differ significantly from the simple velocity 
factor of 2.9 at any temperature; i.e. (Mu)/Tt(H) = 1 for both Mu+ 
HBr and Mu + HI, suggesting that tunneling does not contribute 
appreciably to these reactions. Consistent with these observations, 
Arrhenius plots of the data show no curvature, even at low tempera
tures, as shown in Figure 5 for the reaction of Mu + HBr. However, 
the experimental E as for the Mu reactions are smaller than for the 
corresponding Η reactions, as shown in Table IV. (This effect is 
quite dramatic for Mu + HI where the E a is over four times smaller 
than Η + HI. 5 2) These decreases in E a for the muonated reactions 
are puzzling. They cannot be explained in terms of zero point 
energy effects, which would tend to increase E a in the absence of 
any tunneling. As noted above, for the reactions of Mu with F 2 and 
C l 2 , this dramatic decrease in E a is strongly suggestive of quantum 
tunneling. 
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8. BAER ET AL. Kinetic Isotope Effects in Gas-Phase Muonium Reactions 129 

Table IV. Comparison between the reactions of Mua and H with HC1, 
HBr, and HI. 

HCl b HBrc HI d 

k 2 9g(Mu)(10 ^ cm^molecules *s <0.0003 1 910.06 8.010 3 

k2gg(H) (10 1 1 cm3molecules *s 0.005 0 6010.01 1.810 1 

k M u/k H (298K) <0.06 3 2 4.4 

F M u / r H (298K) — 1 1 1.5 

Ε (Mu) (kJ/mol) a 2 310.08 0.710 2 

Ε (H) (kJ/mol) a 14.6±0.2 3 310.6 3.011 1 

a) Mu data from Ref. 47. E a from Arrhenius f i t over 150-500 K. 
b) H data from Ref. 48. 
c) H data constant from Ref. 49; E a from Ref. 51. 
d) H data from Ref. 52. 
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130 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

A possible resolution of this conflict lies in the secondary 
effect of the enhanced velocity of Mu relative to H: the shorter 
c o l l i s i o n duration mentioned br i e f l y above. This type of dynamic, 
steric effect has been suggested to be important at epithermal ener
gies where reaction of D with HBr is observed to be enhanced rela
tive to that of H.53 Since Mu is much lighter and therefore faster-
moving, this effect could become important at thermal energies and 
lead to a corresponding decrease in reaction rate, masking possible 
rate enhancements due to tunneling. In this case, the final kinetic 
isotope effect would result from a delicate balance of these con
tributing effects: the simple velocity factor of 2.9 that enhances 
the Mu rate, the steric effect that decreases the Mu rate, and quan
tum tunneling that enhances the Mu rate. One d i f f i c u l t y with this 
argument lies in the temperature independence of the observed iso
tope effect. Since tunneling is expected to become more important 
at low temperatures while steric factors become less important, a 
gradual enhancement of the isotope effect at low temperatures would 
be expected. Calculations of the Mu + HX reaction dynamics w i l l be 
instrumental in clarifying this complex reaction system. 

Mu + Ethylene 

The addition reaction of Mu with ethylene 1 5 forming MuC2H4 typifies 
a host of reaction studies of Mu addition to unsaturated bond sys
tems underway at TRIUMF.17 »5 * Addition reactions differ from the 
abstraction reactions discussed above in that collisions with a 
third body are required to stabilize the reaction product. The well 
established mechanism is shown in R8, where k1 is the rate of forma
tion of the complex, k_1 is the rate of dissociation, and k 2 is the 
rate of stabilization. 

k i 
Mu + C 2H A MuC2HA* > MuC2HA R8 

k_ ̂  2 

If the excited addition complex does not collide with the bath gas, 
M, in a time scale faster than i t s lifetime, TQ = l / k _ l t i t w i l l 
decompose back to reactants. The reaction rate w i l l therefore 
depend on the density of M, as shown by the usual definition of the 
observed rate constant, given in Equation (10). 

kobs = k l k 2 [ M ] / ( k - l + k 2 ^ ^ ( 1 0 ) 

In the limit of high pressure k 2 [M] is much greater than k_1 and the 
observed reaction rate, k Q^ s, simply equals the rate of association, 
k i e Under conventional experimental conditions, this limit is 
determined by varying the pressure of the bath gas and observing the 
onset of the pressure independent regime. In reality, this limit 
can be d i f f i c u l t to determine unambiguously and often occurs at 
quite high pressures (>50 atm). 5 5» 5 6 In contrast, the μSR tech
nique may allow direct determination of the high pressure limit, k1, 
at a l l pressures of M, depending on the lifetime, x c , of the activa
ted complex formed. 1 6 This apparent paradox arises from the rapid 
rate of spin dephasing of the excited addition product, MuC2HA*, due 
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both to intramolecular spin relaxation and mixing between the large 
number of muon-electron-proton couplings in the radical. If the 
rate of spin dephasing is much faster than the rate of decay of 
MuC2H4*, which includes both the dissociation rate k_t, and the 
stabilization rate k 2, as soon as the addition product is formed i t 
w i l l lose polarization and become invisible to μSR detection. Under 
these circumstances, the observed reaction rate i s simply k i e the 
rate of association. 

This situation is predicted for the reaction of Mu with ethy
lene at modest N2 pressures of ca. 1 atm: the rate of spin depha
sing is estimated to be 1 χ 10 1 0s' 1, while the rate of dissociation 
of MuCjH^Mk.j) is estimated to be 1 χ 10 9s - 1 from unimolecular dis
sociation theory, comparable to the rate of stabilization (k 2). This 
hypothesis is confirmed by the pressure independence of the reaction 
rate constant in the moderate pressure range 200-1500 t o r r . 1 5 

The addition reaction, R8, is exothermic and therefore i s 
expected to display behavior consistent with an early reaction 
barrier, analogous to the halogen abstraction reactions discussed 
above. This i s suggested as well by the C 2H 5 potential energy sur
face. 5 7 The validity of this expectation is shown in Figure 6, 
Arrhenius plots of Mu + C 2H 4, H + C 2H 4, and D + C 2H 4 from ca. 150-
500 K. While the slope of the Η and D reactions i s constant in the 
temperature range examined, 7* 5 8 the Mu line shows a pronounced 
curvature. At high temperatures (=500 K) the kinetic isotope 
effect, kwu:kj^:kn, approximately equals 3.9:1.4:1, roughly the 
classically expected value based on the relative velocities of Mu, Η 
and D. The ratio of the transmission coefficients, 
r t(Mu):T t(H):T t(D), therefore equals 1; there is no tunneling 
enhancement of the lighter species at high temperature. At low tem
perature, however, the situation is dramatically different. Whereas 
Η and D continue to behave classically, the Mu rate i s greatly 
enhanced. At 165 Κ the kinetic isotope effect k M u:k^:k n equals 
roughly 42:1.4:1, clearly indicating the importance of tunneling for 
the Mu reaction. Similar behavior for the reaction of Mu with C 2D 4 

is observed. There are, as yet, no theoretical calculations for Mu 
+ C 2H A. It can be noted, however, that theory can not account for 
even the observed H,D isotope effect in C 2H 4 (see Ref. 15). 

Other addition reactions currently being studied include the 
reaction of Mu with NO in the presence of a bath gas, which has been 
observed to remain in the low pressure regime at up to 60 atm of 
N 2. 5 9 In the low pressure limit, the reaction rate depends termole-
cularly on the concentrations of Mu, NO, and the bath gas, M. The 
observed rate constant is given by k 1k 2/k_ 1, using the same notation 
as in R8 above. Due to the higher vibrational frequencies of MuNO 
relative to HNO*, the lifetime T c is lik e l y much shorter than the 
spin relaxation time, resulting in an inverse isotope effect for the 
termolecular rate constant, k M u/k H = 0.28. 5 9 - 6 0 Interestingly, in 
the high pressure limit, where the observed rate constant is given 
by k l f the rate of the exothermic addition step, the kinetic isotope 
effect is predicted to become greater than 1 due to the higher velo
city of Mu relative to H. (This is analogous to the Mu + ethylene 
addition reaction, discussed above.) Thus, the kinetic isotope 
effect in a termolecular association reaction can display a pressure 
as well as a temperature dependence. 
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1000/T (K) 

Figure 6. Arrhenius plots for the Mu + C2Hk addition reaction 
(circles) and experimental results for H + C 2H 4 and D + 
C 2 H 4 . 7 » 5 8 (Reproduced with permission from Ref. 15. © 1990 
American Institute of Physics). 
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Conclusions 

The reactions discussed above — Mu + H2, Mu + X 2, Mu + HX, Mu + 
C 2H A, and Mu + NO — give an overview of the study of gas phase 
muonium isotope effects in the last 10 years at the TRIUMF cyclo
tron. The dramatic mass difference between Mu and the other hydro
gen isotopes produces strikingly large kinetic isotope effects that 
are very sensitive to the nature of the potential energy surface. 
Small discrepancies between theory and experiment, barely apparent 
in a deuterium reaction, for example, become much more pronounced in 
a muonium reaction. This sensitivity makes the study of Mu isotope 
effects a rigorous test for the accuracy of both calculated poten
t i a l surfaces and reaction rate theories. For example, the poor 
agreement of the variational transition state theory calculations 2 1 

with the Mu + F 2 experimental results* suggested problems both with 
the classical formulation of transition state theory and with the 
semi-empirical potential energy surface for the HX2 system. Compar
isons such as these play an important role in creating and refining 
molecular models for motion along the potential surface. 

The remarkably low mass of the muonium atom also makes i t a 
good candidate for the study of quantum effects, particularly tun
neling in the reaction coordinate. Tunneling regimes such as Wigner 
threshold tunneling, which can only be seen at very low temperatures 
in the case of H atoms,5 can, in principle, be probed easily by Mu. 
The reactions of Mu with F 2, C l 2 , and C 2H A a l l give strong evidence 
of how dominant tunneling can be, with Ea(Mu) = 0 at temperatures 
around 150 K. At the present time, good theoretical accounts of the 
temperature dependencies of these particular reactions have not been 
found. Development of reaction rate theories which can successfully 
deal with the tunneling behavior of Mu is not only of importance to 
our understanding of fundamental muonium chemistry. Such develop 
ment could also aid in the extrapolation of existing H data down to 
low temperatures where experimental measurements are d i f f i c u l t . 
This has potential interest for the chemistry of interstellar space, 
as well as other low temperature applications. 

Finally, due to the μ3Κ technique, the Mu reaction rate 
measurements are inherently more accurate than Η rate measurements. 
As our knowledge of potential energy surfaces and reaction rate 
theories advances, Mu studies may be used in a predictive capacity 
to yield information about their Η and D atom counterparts. 

Further directions in the study of Mu isotope effects currently 
in progress in our research group include a study of the excited 
vibrational distribution of MuF, formed by reaction of Mu with F 2. 
The corresponding Η reaction i s known to produce highly vibration
a l l y excited HF (up to υ = 9 ) . 6 1 Isotopic substitution of Mu for Η 
is expected to result in much lower vibrational excitation of the 
product, 6 2 as originally postulated by Polanyi, Schreiber, and 
Sloan 6 1 who referred to this as the "light atom anomaly". A 
comparison of the MuF* distribution at high and low temperatures 
should yield information on how tunneling (dominant at low tempera
tures) affects the energy partitioning of the reaction. 
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Chapter 9 

Mass-Independent Isotopic Fractionations and 
Their Applications 

M. H. Thiemens1 

Institut für Physikalische Chemie der Universität Gottingen, 
Tammannstrasse 6, D-3400 Gottingen, Germany 

There are a wide variety of conventional isotope effects. 
However, they all have a common feature; they are ultimately 
dependent upon mass. A new type of isotope effect which is mass 
independent has been discovered and is detailed in this chapter. 
There are important aspects of this new effect. First, the 
fractionation mechanism derives from molecular symmetry and this 
unique property provides unique insight into reaction features. 
Second, the specific isotopic fractionation pattern produced in 
laboratory experiments is observed in meteoritic components. The 
meteoritic observations had been previously interpreted as deriving 
from supernova debris, thus, there are cosmochemical applications. 
Finally, mass independent fractionations have been observed in 
different stratospheric molecules, thus, there are applications in 
resolving stratospheric chemical reactions and transformation 
mechanisms. 

Stable isotope ratio measurements have been successfully employed as a diagnostic 
probe of a wide range of processes. The extent of such studies encompasses, 
e.g., paleoclimatology, oceanic circulation, atmospheric chemical transformation 
mechanisms, igneous rock geothermometry and the evolutionary history of the 
solar system. Such studies are contingent upon fundamental, quantitative 
knowledge of the physical chemical principles which govern the relevant processes 
which produce the characteristic isotope variations. Generally, these isotopic 
variations are attributed to well known, quantitatively detailed processes, e.g. the 
position of equilibrium in isotope exchange reactions, with its concomitant 
temperature dependency, diffusion and chemical kinetic effects. The basic tenents 
of, for example, isotope exchange, are rather well known, with the classic works 
of (1-2), establishing the basic physical chemical formalisms. 

Although the governing principles of conventional isotope effects differ, 
they all have one common feature: they are ultimately dependent upon mass. For 
example, isotopic exchange between two isotopically substituted species results 
1Current address: Department of Chemistry, University of California—San Diego, La Jolla, 
CA 92093-0317 

0097-6156/92/0502-0138S06.00/0 
© 1992 American Chemical Society 
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9. THIEMENS Mass-Independent Isotopic Fractionations & Applications 139 

primarily from the difference in zero point vibrational energy for the isotopomers. 
The vibrational frequencies for two isotopically substituted species, e.g. υ ι , υ 2 

differ by a factor, equation 1: 

υ ι / υ 2 = ( μ 2 / μ ι ) 1 / 2 (1) 

where μι and μ 2 are the reduced masses. Therefore, the frequency ratio is 
dependent upon the ratio of the reduced masses. Similarly, an isotopic 
fractionation deriving from, e.g. a property due to translational energy (Σ0 of a 

particle is simply: Σ[ = j m V ^ , with the species possessing mass (m) and 
velocity (V). The ratio of the velocities of two isotopically substituted molecules, 
i and j , is then Vi/Vj = (mj/mi)1 / 2, again, mass dependent. 

Under normal conditions (standard temperature and pressure) isotope 
effects are small since the free energy difference associated with, e.g. isotopic 
exchange between isotopically substituted species is likewise, small. Partly for 
this reason, and for sake of comparison of isotopic measurements of natural 
samples, an isotopic convention was established (5). The delta notation is 
defined, for example in the case of oxygen isotopes, as, equation (2): 

δ ί δο (o/oo) = ( R 1 8 / R 1 8 S T D -1) 1000 (2) 

with R 1 8 = 1 8 0 / 1 6 0 . The subscript "STD" refers to a conventional standard, 
which for oxygen, is standard mean ocean water (SMOW). The δ thus expresses 
the 1 8 0 / 1 6 0 ratio ( R 1 8 ) of a sample, in parts per thousand, or per mil, (o/oo), 
variation with respect to a standard. The choice of the standard in the experiments 
reported in this chapter is the make up oxygen gas. The δ 1 7 0 similarly refers to 
R 1 7 which is the l 7 0 / 1 6 0 ratio. 

In the delta notation then, a mass dependent isotopic composition has δ 1 7 0 
« 0.5 δ 1 8 0 , since any process producing a change in the 1 8 0 / 1 6 0 ratio 
concomitantly produces half that change in the 1 7 0 / 1 6 0 ratio. 

Measurements of many natural samples, e.g. terrestrial and lunar rocks and 
minerals, water (oceanic and meteoric) and air 0 2 all possess a δ 1 7 0 / δ 1 8 0 - 0 . 5 . 
Figure 1 displays this relation. A profound deviation from this observation was 
made (4), who observed that the so called high temperature Ca, A l inclusions in 
the Allende meteorite had an isotope composition δ 1 7 0 / δ 1 8 0 = 1, rather than 1/2. 
They suggested, that since chemical isotope effects only produce isotopic 
fractionations with δ 1 7 0 / δ 1 8 0 * 0.5, the observations must reflect intervention of a 
nuclear process. Specifically, it was suggested that explosive carbon or helium 
burning, which produces essentially monoisotopic 1 6 0 , may be the progenitor of 
the observed isotopic anomaly. The Allende inclusions thus are alien grains, 
admixed in varying amounts, to the "normal" ( δ 1 7 0 = 0.5 δ 1 8 0 ) solar nebular 
reservoir, of pure 1 6 0 . Given that 1) oxygen is the major element in stony 
planetesinals and 2) the magnitude of the anomaly is large, the process responsible 
for generation of the observed isotopic composition must represent a major process 
in the early history of the solar system. A recent review of mass independent 
isotopic compositions and the implications for cosmochemistry is given (5). 

It was later observed (6) that in the process of ozone formation a mass 
independent isotopic fractionation arose. In fact, the product ozone was enriched 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
8,

 1
99

2 
| d

oi
: 1

0.
10

21
/b

k-
19

92
-0

50
2.

ch
00

9



140 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

independent 
fractionation 
line, m z 1.0 

Figure 1. The oxygen isotopic composition of terrestrial, lunar and 
meteoritic materials. 
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9. THIEMENS Mass-Independent Isotopic Fractionations & Applications 141 

in the heavy isotopes ( 1 7 0 , 1 8 0 ) with δ 1 7 0 = δ 1 8 0 , precisely the same 
fractionation observed in the Allende inclusions, and which was presumed to be 
supernova éjecta. Thus, there are two significant questions immediately posed: 
(1) what is the physical-chemical explanation for this anomalous isotope effect and 
(2) is the process operative in the early solar system, thus accounting for the 
observed meteoritic observations. 

It is now known that mass independent isotopic fractionations manifest 
themselves in other environments, notably the Earth's atmosphere. A remarkable 
in situ balloon borne mass spectrometric measurement demonstrated that 
stratospheric ozone possessed an enormous 1 8 0 enrichment, as high as 40% (7). 
It was later demonstrated that there is an equal 1 7 0 , 1 8 0 enhancement, 
( δ 1 7 0 / δ 1 8 0 • 1) but of variable magnitude (8). Return sample isotopic 
measurements have also confirmed the original measurements (9). The details of 
the stratospheric isotopic measurements are presented in a chapter of this text (10), 
and the reader is referred to that section. The important aspect as pertains to this 
chapter is that the isotopic composition of stratospheric ozone is mass 
independently fractionated with δ 1 7 0 / δ 1 8 0 ~ 1, essentially the same ratio as 
observed in the lab and meteoritic material, though the magnitude of the δ 1 8 0 , 
δ 1 7 0 enrichment differs. Even more recently, the oxygen isotopic composition of 
stratospheric carbon dioxide has been measured and shown that it too possesses a 
mass independent oxygen isotopic composition, possibly related to the known 
ozone anomaly (77). 

It is now clear that there are many applications of mass independent 
fractionation processes. As in the case of conventional mass dependent isotope 
effects, successful application requires a quantitative description of the relevant 
physical chemical process. At present, the mechanism responsible for the 
observed mass independent isotopic fractionation process is unclear. This chapter 
presents the present state of knowledge and details the aspects of the fractionation 
process which are experimentally known. 

The Mass Independent Isotopic Fractionation In Ozone Formation. As 
discussed, the first demonstration of a chemically produced mass independent 
isotopic fractionation was in ozone formation, produced by 0 2 dissociation, which 
was originally done by electron impact (6). It was observed that ozone was 
produced with equal 1 7 0 , 1 8 0 enrichment (with respect to precursor molecular 
oxygen). Later experiments (72) led to the suggestion that the observed isotopic 
fractionation derives from the symmetry of the different isotopomeric species 
16Q16O16O, Ι 6 0 Ι 6 0 Π 0 and ! 6 o 1 6 0 1 8 0 . It was suggested that, owing to the 
appearance of alternate rotational states for the asymmetric (C s) isomers, a longer 
lifetime is expected for this metastable state compared to the C2y ( 1 6 0 1 6 0 1 6 0 ) due 
to its slightly longer lifetime and consequently increased probability of stabilization 
to a stable, ground state entity. This enhanced lifetime may develop as a result of 
the higher state density, which is known , in part, to determine the lifetime (13). 
Thus, the isotopic fractionation would not derive from a property of mass, but 
rather symmetry. Isotopic fractionations arising from O2 properties during 
dissociation may be ruled out both theoretically (14-16) and experimentally (77). 
It has also been experimentally demonstrated that O2 dissociation via electron 
impact in the RF region (6), microwave region (78), and by U V light (19-20) 
produces ozone in a mass independent manner, with δ 1 7 0 / δ 1 8 0 = — 1 . In 
addition, in a recent series of experiments it was demonstrated that O3 
dissociation, and subsequent recombination in the presence of O2, results in a 
similar ozone enrichment of the heavy isotopes (27). One of the important aspects 
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142 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

of this work is that it clearly relates the source of the anomalous isotopic 
fractionation process to the Ο ( 3P) + O2 ( 3 i g ) recombination reaction. Isotopic 
effects arising from secondary ozone dissociation have also been experimentally 
eliminated as a source of the anomalous isotopic fractionation. (22) demonstrated 
that ozone photolysis produces products isotopically depleted in the heavy isotopes 
with δ 1 7 0 » .6 δ 1 8 0 , essentially as expected on the basis of zero point energy 
differences. 

As discussed in (27), theories for the observed mass independent 
fractionation process which derive from differential lifetimes for the isotopomers 
metastable state, O3* (72), (22-23) should obey known kinetic unimolecular 
theory. It is well known that reaction order is pressure dependent, and in 
particular, a well developed formalism exists which relates pressure dependencies 
of recombination reactions to unimolecular inter and intra molecular energy 
rearrangements (24-26). In the particular case of the Ο 4- θ 2 -> O3 
recombination reaction, experimentally determined falloff curves have been 
determined (27-28). At third body [M] pressures to - 1.2 χ 10 2 0 molecules cnr3> 
the reaction rate obeys third order kinetic relations (25), however, at higher 
pressures, kinetic fall off towards second order is observed. It has been 
suggested (27-28) that at pressures in excess of ~ 1 0 2 0 molecules cn r 3 

contributions from a radical complex mechanism during ozone recombination 
become important. The kinetic fall off behavior may be interpreted by the 
following equations 3-7 (28): 

Kinetic evaluation of the proposed reaction sequence establishes that the fall 
off to second order is consistent with experimental observations. As discussed by 
(27), if the observed 1 8 0 , 1 7 0 enrichment derives from a property of the O3 
metastable state, the enrichment should obey a similar pressure dependency as the 
observed reaction order fall off since the O3 excited state becomes decreasingly 
important with increasing pressure. It was shown that the 1 8 0 enrichment, 
following U V photolysis of O2, began to decrease at pressures above —450 Torr 
(20), which was also later confirmed in the O3 photolysis experiments (27). 
Comparison of the results from the two laboratories, although experimental 
procedures differ, give essentially the same result. More recent studies of the 
pressure dependency of the 1 8 0 enrichment to higher pressures demonstrates that 
the enrichment decreases in the 8 to 45 atmosphere region by 84 0/00 and is 
absent at - 5 6 atm (29). The behavior of the 1 8 0 enrichment in O3 formation 
thus does not coherently track the observed kinetic order fall off curves (27), (28). 
Therefore, it is unlikely that theories involving differential lifetimes of the 
metastable state are the source of the observed mass independent fractionations. 

Although the lifetime hypothesis appears incorrect, the contention that 
isotopomeric symmetry is a factor mediating the fractionation process, as first 
suggested by (72), does appear correct. If symmetric distributions influence the 
fractionation process, then the effect should be dependent upon isotopic 

Ο + M — OM 
O2 + M - O 2 M 

0 2 -f O M - O3 + M 
Ο + 0 2 Μ - 0 3 Μ 
0 2 Μ + O M - 0 3 + 2Μ 

(3) 
(4) 
(5) 
(6) 
(7) 
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abundance. At natural abundances, species such as 1 8 0 1 6 0 1 8 0 , 1 7 0 1 6 0 1 7 0 , 
1 7 0 1 7 0 1 6 0 , 1 8 0 1 8 0 1 6 0 , etc., are too low to contribute to the overall observed 
fractionation. However, at increased 1 8 0 abundances, species such as 
1 8 0 1 6 0 1 8 0 become significant, and the relative proportion of C s /C2v species is 
altered. Thus, if symmetry is at least in part responsible for the mass independent 
fractionation, the process should be abundance dependent. As demonstrated by 
(22-23) this is clearly the case; the δ 1 7 0 / δ 1 8 0 ratio depends upon isotopic 
abundance, as expected. The absolute dependence upon isotopic abundance has 
now been determined (30). When the ozone isotopomers of masses 48 to 54 are 
normalized to mass 48 ozone (pure 1 6 0 ) it is observed that the symmetric 1 8 0 
isotopomer (mass 54) possesses no enrichment, and the largest enrichment 
(20.3%) is at mass 51, which experimentally totally consists of the asymmetric 
species 1 6 0 1 7 0 1 8 0 . At the other masses, which possess mixtures of both 
asymmetric and symmetric species, the enrichments are observed to be 
significantly smaller. 

There now is direct evidence that symmetry influences the fractionation 
process. Infrared, tunable laser absorption measurements of the abundances of the 
1 6 0 1 8 0 1 6 0 and 1 6 0 1 6 0 1 8 0 species have demonstrated that the asymmetric 
isotopomeric species possesses 80% of the observed 1 8 0 enrichment (31), which 
is significantly greater than that expected from a purely statistical isotopomeric 
distribution. A second important observation of these experiments is that the 1 8 0 
enrichment does not exclusively reside in the asymmetric species. Any theory 
which quantitatively details the anomalous mass independent fractionation process 
must also account for this partitioning between symmetric and asymmetric 
isotopomers. This will be discussed in more detail in a following section. 
Additionally, experiments which qualitatively support the role of symmetry, 
specifically those involving both other elements and molecules will be discussed 
later. 

Regarding influencing parameters for the isotopic ozone recombination process, 
it is known that the fractionation is temperature dependent (21). The 1 8 0 
enrichment, after the effect of Ο 4- O2 exchange is subtracted, linearly varies from 
-165 0/00 at 360° Κ to - 8 8 0/00 at 140° K. Present theories for the 
fractionation based upon lifetime differences (72), (22-23) are qualitative and thus 
possess no temperature dependency. A recent theory (32-33) has, at least 
partially, addressed the effect of temperature and will be discussed in greater 
detail. 

Present Theoretical State Of Art For Mass Independent Isotopic 
Fractionation Processes. It is observed by CARS spectroscopic analysis that 
following ozone photolysis in the Hartley band (230-311 nm), the rotational and 
vibrational state distributions of the product O2 (*Δ g), that there exists anomalous 
quantum state distributions. There is a significant enhancement of the even-J 
states observed for 1 6 0 1 6 0 and not 1 6 0 1 8 0 (34). It was suggested that the even-
J state propensity derives from selection rules for the non adiabatic curve crossing 
for O2 ̂ Ag) 02 ( 3 £ g ) . In an expanded treatment, (35) suggested that this 
anomalous J-state distribution may relate to the mass independent fractionations 
observed (6). The symmetry and parity restrictions specifically associated with the 
O2 ( ! A g ) -> O2 ( 3 £ g ) transition and the nuclear spin selections could result in 
fractionations which are independent of mass. However, the UV-O3 photolysis of 
experiments (30), were specifically done by photolysis in the ozone Chappuis 
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144 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

bands, where the products are Ο (3P) and 02 (3£g)» with no 02 (*Ag)- Given 
that the same isotopic results are obtained as are observed in the discharge 
experiments, the role of O2 (*Ag) is eliminated. Although the specific mechanism 
involved (35) is ruled out for the observed mass independent fractionation, the 
suggestion that isotope effects may derive from selection rules arising from 
electronic state transitions is important, and still potentially relevant, albeit not in 
the original connotation. 

At present, the only theory remaining is that recently developed (32) (36). It 
is, therefore, informative to consider it in some detail, particularly as it relates to 
experimental observations. Based upon kinetic arguments (33) it was shown that 
symmetry alone, during recombination, does not sufficientiy account for the 
observed isotopic enhancements in ozone formation. It was suggested (36) that 
the role of symmetry in the O3* energized complex is linked with the process of 
energy randomization and dissociation. The energy randomization frequency is 
given by υ (R) and mean dissociation frequency, υ (D), for the energized ozone. 
A kinetic argument (32) suggested that the enrichment of the, e.g. asymmetric 
1 8 0 , is given by: r = 1 +6, where δ is, equation 8: 

However, this relation would lead to essentially a complete enrichment in 
1 6 0 1 6 0 1 8 0 , and none in 1 6 O l 8 0 1 6 0 , which is inconsistent with experimental 
observation (57). To accommodate this deficiency, it was suggested that a "flip" 
occurs, with isotopic, isomeric rearrangement of the metastable O3 state (32). The 
rearrangement occurs during the stretch associated with the excess energy 
accompanying the Ο - O2 association, with the terminal atom sufficiently 
stretched to initiate bond formation with the other ozone terminal atom. Thus 
1 6 0 1 6 0 1 8 0 may be converted to 1 6 0 1 8 0 1 6 0 in the process, plus all other 
isotopomeric variations. Inclusion of stabilization rates (32) with further kinetic 
analysis leads to an 1 8 0 enhancement equation, equation 9: 

with a suggested as being 0.52. Δ is the measured or observed enrichment factor. 
The value r, however, is based upon in situ stratospheric 1 8 03 measurements. 
The ratio of the dissociation to randomization frequencies (o(D)/u(R)) is calculated 
to be 1.6. A problem with this outcome is that the enrichment observed in 
laboratory experiments is, Δ - 0.085 (20), thus,u (R) would have to be 3.3 χ 
10 1 3 s _ 1 (32). Physically, this is nearly an impossible requirement since it is of 
the order of the greatest vibrational frequency. A more realistic value for υ (R) is 
obtained for the value Δ * 0.43, as observed in stratospheric O3 via balloon borne 
measurements (7-8). To alleviate this difficulty, it was suggested that a secondary 
fractionation has occurred, both in the La Jolla and Minneapolis experiments (6) 
(19-21) and, in the stratospheric ozone isotopic measurements (9). It is 
specifically suggested that exchange between O3, which initially possesses an 1 8 0 

δ = {υ (D)/o (R)} {1- expf-υ (R) /υ (D)]} (8) 

r (50Q3) = 1 + Δ (50Q3) = 1 + ψ (9) 
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enrichment of ~ 430 o/oo, and molecular oxygen occurs, subsequently reducing 
the magnitude of the 1 8 0 enrichment. The isotopic exchange, equation 10: 

16Q160180 + 160160 - 16Q160160 + 1 8 θ 1 6 0 (10) 

is suggested as occurring in either the gas phase or on the chilled walls of the 
collection surface. In considering this suggestion, the gas phase exchange may be 
ruled out simply because it is kinetically too slow. The experimentally determined 
rate for this reaction, as an upper limit, is 2 χ 10"2 5 cm 3 s"1 (57), thus the rate of 
Ο3-Ο2 isotopic exchange is too slow to be significant. It is, however, known that 
the same exchange may occur under conditions where the ozone is condensed in 
the presence of molecular oxygen (57), thus the possibility that this catalyzed 
exchange may reduce the 1 8 0 enhancement associated with the O3 recombination 
step must be considered. 

A simple, yet relatively unambiguous argument may be made against 
participation of catalytic Ο3-Ο2 isotopic exchange. Figure 2 shows the original 
results first reported (6). Note, that the best fit line (r = 0.99) passes nearly 
exactly through the origin, that is, the starting molecular oxygen isotopic 
composition. The spread in the data derives simply from the extent of reaction in 
the small (76 cm 3) volume. A major advantage of such a plot is that one may 
immediately determine if more than one fractionation process has occurred. It 
should be emphasized that this does not require that they occur either 
simultaneously or sequentially. In fact, the only restriction is that the processes 
have different δ ΐ 7 0 / δ ΐ 8 0 fractionation factors. The contention in (52) is that the 
ozone recombination and energy randomization processes are mass independent 
(probably δ ΐ 7 0 * δ ΐ 8 0 ) and of a magnitude of ~ 430 0/00. Catalytical exchange 
between O3 and O2 is suggested as reducing this enrichment to approximately e.g. 
δ ΐ 8 0 = 10%, which is about the average i 8 0 enrichment experimentally observed 
by the two groups. Isotope exchange between molecules, gas, liquid or solids is 
well known theoretically and experimentally to be strictly mass dependent 
processes, or bllO = 0.5 δ ΐ 8 0 . If these two processes influence the final O3 
isotopic composition, as suggested by (52), then the best fit of the data, by simple 
vector argument, may not pass through the starting isotopic composition. Figure 2 
demonstrates that the data clearly pass through the origin. In fact, one may, by 
vector addition, determine what the final O3 isotopic composition should be 
assuming that there is a fractionation factor δ ΐ 7 0 = δ ΐ 8 0 = 430 o/oo associated 
with O3 recombination, and a Ο3-Ο2 isotopic fractionation process, with δ ΐ 7 0 = 
0.5 δ ΐ 8 0 , which produces O3 with δ ΐ 8 0 « 100 o/oo. The combination of those 
two processes would produce O3 with isotopic composition δ ΐ 8 0 = 100 o/oo and 
δ ΐ 7 0 = 265 o/oo! This is clearly not observed. In fact none of the experiments 
to date in any laboratory produce isotopic fractionations of this sort. Therefore, 
based upon both kinetic and isotopic arguments, it must be concluded that both the 
existing laboratory data and the returned stratospheric O3 measurements reflect the 
true isotopic composition of gas phase ozone (see, however, theoretical arguments 
(33a)). As discussed later, experiments involving the Ο + CO reaction also 
support this conclusion. It must, however be emphasized that the largest 
experimentally observed O3 isotopic composition from both laboratories is ~ 14 
% at room temperature, yet the stratospheric O3 enrichment exceeds 40%. The 
lower temperatures of the stratosphere, as experimentally shown (27), only lowers 
the enrichment. The presence of nitrogen as a third body in air proportions does 
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Figure 2. The oxygen isotopic composition of ozone, produced by O2 
dissociation. 
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not affect the fractionation process (20), nor does, apparently, the wavelength of 
O2 or O3 photolysis (19-21). Thus, at present, a paradox exists concerning this 
difference between the magnitude of the stratospheric 1 8 0 - 0 3 enrichment and 
laboratory observations. It is clear that future experimental and theoretical work is 
needed to resolve the present dilemma. 

Mass Independent Isotopic Fractionations Observed In Non-Ozone Systems. 
It has been discussed (5), (32), (36) that a more extended experimental verification 
of the role of symmetry could be obtained if other reactions, besides Ο + θ2, were 
investigated. Such studies thus might provide additional insight into the relative 
roles of properties such as symmetry and state density. In addition, regarding 
future cosmochemical applications, it is desirable to ascertain whether the mass 
independent isotopic fractionation process is restricted to ozone formation and the 
isotopes of oxygen. With this as motivation, two other reactions have been 
investigated, Ο + CO and SF5 + SF5. Both reactions should in principle, be 
subject to symmetry contraints and concomitantly produce mass independent 
isotopic fractionations. In addition, the density of states differ considerably and it 
may be useful in determining the relevant isotopic fractionations. 

The Reaction of Ο + C O . As discussed (32), the anomalous isotopic 
fractionation which occurs in the Ο + O2 reaction may, in part, derive from 
symmetry number considerations in an association reaction. The relative rate 
dependence of the energy randomization process and the activated complex lifetime 
were suggested as the factors which mediate the mass independent isotopic 
fractionation process. If this assertion is correct, then the Ο + CO reaction 
should also produce a mass independent isotopic fractionation since the relevant 
isotopic symmetry is the same as for Ο + O2. In addition, the vibrational energy 
density of states for Ο + CO ~ CO2 is greater than 200 times that for Ο + θ2 

=• 03 (25). The state density is well known to affect the lifetime of metastable 
intermediate species, thus there should be significant differences in the isotopic 
systematics. 

The oxygen isotopic fractionation observed in the reaction of Ο + CO has 
now been measured and reported (38-39). These studies were carried out in a 
— 5 liter glass photolysis system. Molecular oxygen was photolyzed at two 
wavelength regions, 180-260 and 120-160 nm in a stoichiometric excess (-180-
400) of CO, thus insuring that the predominant reaction is termolecular Ο + CO 
association. A kinetic evaluation (38-39) demonstrated that ozone chemistry is 
insignificant under the experimental conditions. 

The experiments demonstrate that a large, mass independent isotopic 
composition is observed in the product CO2. Kinetic and isotopic evaluation 
demonstrates that there is an associated, equilibrium isotope exchange between Ο 
atoms and O2 and CO (38-39). The isotopic exchange values observed are 
consistent with the reduced partition functions calculated by Urey (1). Unlike the 
Ο + θ2 reaction, a pure 1 7 0 = 1 8 0 enrichment in the product C02 is not 
observed, even after substraction of the effects of O-atom exchange with both O2 
and CO. The best fit of the data gives a δ 1 7 0 = 0.8 δ 1 8 0 , suggesting 
simultaneous participation of mass dependent and independent processes. Thus 
the suggestion that the Ο + CO reaction should produce a mass independent 
fractionation is confirmed. However, there are clearly fractionations associated 
with the reaction which are not accounted for. It was suggested (36) that the ratio 
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of the lifetime of the intermediate complex T(D) to the energy randomization time 
τ (R) should influence the magnitude of the isotopic enrichment. The value T ( R ) 
for O3 and CO2 is essentially the same, and τ (D) for C02 is - 200 times that of 
O3. Since the enrichment factor (δ) immediately following ozone formation is 
given by δ = {υ (D)/u (R)} {1- exp[-o (R) I ν (D)]l the magnitude of enrichment 
of 1 8 0 , 1 7 o in CO2 should be significantly different than for O3. The 
experimental observation, however, is that it is less. As discussed in (36), this 
particular reaction has complications not associated with the Ο + 02 
recombination reaction. The CO2 activated complex must undergo a spin change 
upon curve crossing, a forbidden process (36), and it is not clear what effect this 
will have on the isotopic fractionation processes. At present, no theoretical 
framework exists to address such phenomena. 

The more recent, and expanded treatment of the isotopic systematics of the 
Ο + CO reaction (32) deals with the complexities in more detail. From the 
experimental data, it is estimated that υ (R) is about 1.2 χ 1 0 1 2 s"1 and υ (D) for 
carbon dioxide is - 8 χ 1 0 1 0 s _ 1 . Thus, the value υ (D)/ υ (R) is - 6.7 χ 10"2 

for CO2, compared to 1.6 for O3 (for the value derived from the in situ balloon 
borne mass spectrometry measurements). If the formalism given (32) is correct, 
the magnitude of fractionation between O3 and CO2 should differ considerably 
since it is determined by the ratio τ (D)/T (R). The magnitudes, however do not 
differ by more than -2-3 % in the value of δ 1 8 0 , thus further development of the 
theory is required. It was suggested (32) that the equations 11, 12: 

0 + 0 2 ~ 0 3 * (11) 

0 3 * + CO -* CO2 + O2 (12) 

could participate in the observed fractionation, thus transferring the known ozone 
1 8 0 enrichment to CO2. Also, the reaction sequence, equations 13, 14: 

Ο + CO ~ CO2* (13) 

CO2* + O2 ~ C 0 2 + O2 (14) 

is suggested as possibly contributing to the observed isotopic fractionations. The 
participation of reactions (3)-(4) is based upon a rate coefficient for equation 15: 

Ο + 02 + CO - C 0 2 + O2 (15) 

reported (40) as being 1.7 χ 10~33 cm 6 s~l. The 20 year old value of Kondratiev, 
however is likely to be seriously overestimated and needs to be checked. 

It was suggested (32) that the observed experimental data may have been 
complicated by the involvement of the isotopic exchange, equation 16: 

1 8 0 C 1 6 0 + C 1 6 0 - 1 6 0 C 1 6 0 + C 1 8 0 (16) 
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This exchange was suggested as occurring between the carbon dioxide trapped 
at liquid nitrogen temperatures on the walls of sprial traps while the carbon 
monoxide is pumped away. There are three problems with this. First, as 
explained in (38) the carbon dioxide is not trapped in the spiral traps. They serve 
merely as a secondary collection surface. The actual cryogenic removal is done in 
the 5.2 liter photolysis reservoir, thus carbon monoxide is never directly pumped 
over condensed carbon dioxide. More compellingly, however, are control 
experiments, where carbon dioxide of known isotopic composition, is admixed 
with carbon monoxide and recollected and its isotopic composition determined. 
There is no alteration of isotopic composition observed, thus, it may be safely 
concluded that secondary isotopic exchange between CO and condensed CO2 has 
not altered the original isotopic composition of the carbon dioxide. 

A final observation may be made regarding possible isotopic exchange between 
frozen carbon dioxide and a flowing gas. The collection procedures of CO2 from 
CO employed (38-39) are essentially the same as those typically employed for the 
separation of atmospheric CO2 from air for isotopic analysis. In this case, there 
is an even larger excess of exchangeable gas (02) which should significantly alter 
the CO2 isotopic composition. However, it has been known for more than 20 
years that the δ 1 8 0 value of air CO2 is - + 41 0/00, which is the value for 
equilibrium between CO2 and ocean water at 25°C, and as expected. Thus, it is 
concluded at the present time that there is absolutely no supporting evidence for 
the secondary exchange of CO2 with CO in the experiments (38-39) and other 
explanations must be sought. It was suggested (38-39) that secondary CO2 
photolysis may account for a portion of the observed linear range of δ 1 8 0 for the 
CO2. It is observed that the greatest extent of fractionation is for the experiments 
done by photolysis at the higher energy (-130 nm) where the C02 absorption 
cross section is 1.6 χ 10 3 times greater. One may also not rule out the possibility 
that energy dependent processes may influence the isotopic fractionations. It is 

clear, however, that in the recombination reaction of Ο 4- CO C02 a 
significant, mass independent isotopic fractionation is observed. This is as 
expected on the basis of molecular symmetry. There are, however, contributions 
from at least two other processes, one of which is an equilibrium isotope exchange 
process between oxygen atoms and O2 and CO. There are two important aspects 
derived from these experiments. First, it further supports the role of symmetry. 
Secondly, it demonstrates that the mass independent fractionation process is not 
confined to ozone. For meteorites, this is particularly interesting since ozone is 
not a likely pre solar nebula molecule. That the mass independent fractionation 
chemistry may be a more general phenomena is further evidence of its possible 
participation in early solar system chemistry and the generation of observed 
meteoritic oxygen isotopic anomalies. 

Mass Independent Isotopic Fractionations In Sulfur Isotopes. As a further 
test of symmetry involvements, another element which may be tested is sulfur. It 
possesses 4 stable isotopes ( 3 2 S = 95.02, 3 3 S = 0.75, 3 4 S = 4.21, 3 6 S = 
0.017 for percent abundances) with abundances of the rare isotopes sufficiently 
low to provide a similar test as oxygen. Unfortunately, given that the reaction 
must be (presumably) gas phase, with the product molecules possessing sulfur at 
each end, the restrictions are severe. In addition, the mass spectrometric 
measurements must be performed on SF^ to observe the 3 3 S , 3 4 S variations. 
Measurements of SO2 would not permit this because of isobaric interferences from 
1 7 0 and 1 8 0 . Thus, any product molecule must quantitatively and cleanly be 
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converted to SF6 for isotopic measurement. The chemistry and mass spectrometry 
were developed for this and are reported in (43). For sulfur, the 6 3 4 S refers to 
the 3 4 S / 3 2 S ratio and 6 3 3 S , 3 3 S / 3 2 S . The mass spectrometric precision for both 
ô 3 4 S , ô 3 3 S is ± 0.03 o/oo, which is required for the experiments. The molecule 
chosen for the sulfur studies, given the restrictions cited above, was S2F10. The 
difficulty with sulfur chemistry is that it is significantly more complex than either 
O3 or CO2. The full details of the experiments and an extended discussion are 
given in (44); a brief summary of the pertinent points is presented here. 

The S2F10 molecule is created by reaction of two SF5 radicals. These radicals 
were created by three independent means using photolysis and electron discharge. 
Molecular fluorine gas was photolyzed to F atoms in the presence of SF4 to create 
SF5. Electrical discharge in CF4 produced F atoms to react with SF4, yielding 
SF5 radicals, and pure SF5CI was dissociated by electron impact, yielding SF5. 
In all cases, S2F10 was created and isotopically analyzed for its sulfur isotopic 
composition. The same results are obtained in all cases and, as discussed in more 
detail in (44), effectively rule out any significant production role of SF5 for the 
mechanism associated with the observed S2F10 isotopic fractionations. 

A mass independent isotopic composition (with respect to the precursor 
molecules) is observed in all experiments, regardless of how SF5 is created. The 
isotopic systematics have some similarity to the Ο + CO experiments. There is 
strong evidence that there is simultaneous participation of a mass dependent, near 
equilibrium isotope exchange between SF5 and SF4, and a mass independent 
fractionation associated with the SF5 + SF5 recombination reaction, as expected 
on the basis of symmetry. Fractionations associated with S2F10 dissociation are 
ruled out on the basis of control experiments which clearly show that it is a mass 
dependent process, of small (6 3 4 s - 2 0/00) magnitude (44). In the casç of 
S2F10 production, the magnitude of the observed mass independent isotopic 
fractionation is significantly smaller than for C02 or O3; at most, 3.5 0/00 for 
ô34s and ô33s-

The experiments involving sulfur isotopes and S2F10 production provide the 
following information. First, mass independent isotopic fractionations are not 
restricted to oxygen. Again, this is important for cosmochemical applications 
since it is further evidence of the general nature of the process. Second, it is 
further evidence of the mediation of symmetry factors upon isotopic fractionation 
processes. Third, the source of mass independent effect is in recombination 
reactions, e.g. Ο + θ 2 , Ο -f CO and SF5 + S F 5 . Finally, the magnitude of 
the mass independent fractionation process is variable, which may ultimately be of 
importance in the development of a successful theory for the chemical production 
of symmetry dependent isotopic fractionations. 

Present State of Knowledge For Chemical Mass Independent Fractionations. 
Since the first observation of a chemically produced mass independent isotopic 
fractionation (6) a great deal has been established. From consideration of all the 
existing experimental data, we may conclude the following. (1) The fractionation 
process is related to symmetry. The dependence upon isotopic abundance (23) 
(30), direct observation of preferential 1 8 0 enrichment in the asymmetric 
1 6 0 1 6 0 1 8 0 species (57), and observation of mass independent fractionations in 
reactions subject to symmetry constraints; Ο + 02, (6) Ο + CO, (38) SF5 + 
S F 5 (44) all support symmetry involvement. (2) Both the magnitude of the 1 8 0 
enrichment (27), (29) and the δ ΐ 7 0 / δ 1 8 0 ratio are pressure dependent. The 
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magnitude of the enrichment decreases at pressures significantly below 1 atm total 
pressure and is absent at 56 atm. At pressures to 86 atm, a conventional kinetic 
isotopic fractionation is observed. (3) The effect is temperature dependent, at 
least for ozone formation (27). The 1 8 0 enrichment in O3 varies from - 16.5% 
at 360°K to -8.8% at 140°K (27). These three points are relatively secure and 
any successful theory must account for them. 

There are other experimentally observed features which should be considered. 
First, there is the magnitude of fractionation. In all cases, intervention of 
secondary O3 photolysis superimposes a fractionation. It is known that O3 
photolysis preferentially dissociates isotopically light species, thus enriching the 
residual O3 in 1 8 0 (22). Thus it is nontrivial to determine the precise magnitude 
of 1 8 0 enrichment. It is at most, 16% (20- 21) and at least, 8.5% (20). A 
typical enrichment is - 10%. For ο + CO the largest extent of fractionation (after 
correction for O-CO isotopic exchange) is -8.5% and the lowest, 3% (38-39). 
This is significantly lower than O3. In the case of S2F10, the magnitude is only 
3.5% (44). As previously suggested (36), (44) this may possibly indicate a 
dependence, at least for the magnitude of fractionation, upon the density of states. 
(36) suggested that the state density is an important factor since it regulates the 
energy distribution lifetimes. The observations are suggestions of this. The order 
of the isotopic enrichment is 03 > CO2 > S2F10. The density of states follows the 
same order 20.95, 4529, - 109 (25) ,(44). This is of course, strictly qualitative 
in nature, but worth pursuing in the future, both theoretically and experimentally. 

General Remarks And Future. It is fairly clear now that chemically produced 
mass independent isotopic fractionations have a number of unique applications. 
For chemical physics, multi-isotope studies have been important in establishing 
and delineating the role of symmetry in recombination reactions. The reactions 
studied to date include Ο + 02, O + CO and SF5 4- SF5. The isotopic studies 
have permitted insights into the chemical dynamics that otherwise would have been 
unobtainable, or at the least, not looked for by other spectroscopic techniques. A 
great deal remains to be understood, but the applicability of theory thus obtained 
renders such development worthwhile. Even more recently, thermal 
decomposition studies (45-46) have demonstrated what is apparently yet another 
new isotope effect. Through a series of controlled experiments it is demonstrated 
that the product 02 from 03 decomposition is equally enriched in 1 7 0 , 1 8 0 . 
Kinetic isotopic fractionation based upon unimolecular theory (e.g. (25)) predicts 
that the product molecular oxygen should be depleted in the heavy isotopes and in 
a mass dependent manner (b^O - 0.5 Ô18Q). The theoretical treatment of the 
data demonstrates that the effect is apparently derived from the complex, collisional 
energy transfer process associated with the thermal dissociation. As such, this is 
not strictly the reverse of the recombination reaction, which entails a higher energy 
complex and, stabilization. The actual process associated with thermal dissociation 
is extraordinarily complex, including collisional energy transfer in both an upward 
(towards dissociation) and downward (stabilization) direction. It is well beyond 
the scope of this chapter to review the pertinent unimolecular theories, however, it 
is appropriate to refer to the studies since it is another example of how mass 
independent isotopic fractionations may be used as a probe of physical chemical 
phenomena. 

From precise isotopic measurements of returned stratospheric samples it is 
unambiguously clear now that mass independent isotopic compositions are present 
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in at least two species. Ozone possesses a mass independent composition, similar 
to that observed in laboratory experiments (9). However, the magnitude is 
apparently extraordinarily variable and not understood. It is of importance to 
resolve both by laboratory experiments and by further precise return sample 
measurements the source and mechanism of the enrichment and variability. Until 
this is achieved, a significant feature of global stratospheric ozone is not 
understood. It is also now known that stratospheric carbon dioxide possesses a 
mass independent composition thought to arise from exchange with the ο (*D) atom 
derived from 03 photolysis (77), (47). This unambiguous link between two of 
the most important species of the earth's atmosphere could not have been resolved 
by any other technique other than multi isotope ratio measurements. There are 
presently only a few relevant laboratory measurements for the multi-isotopic 
exchange. There is essentially no theory, such as that which exists for ground 
state species (1-2) for the calculation of isotopic reduced partition functions for the 
exchange between an electronically excited and a ground state species. This 
represents a new horizon which has immediate applications in stratospheric 
chemistry. 

Regarding meteoritics, an original criticism directed towards involvement of 
chemically produced oxygen isotopic fractionations in the early solar system was 
that the effect was rather specific and was not observed in nature. Both statements 
are now known to be false. As discussed in detail, it is known that the effect is 
in fact somewhat general, and a feature of gas phase reactions. It has been 
demonstrated to occur in several reactions and elements. It is also observed in 
nature now as well and will be of importance in future stratospheric studies. The 
occurrence of the chemical fractionation process may also relieve a problem 
associated with meteoritic observations. While pure 1 6 θ admixture could, 
ostensibly, account for the observations of (4), it is known that many meteorites 
(e.g. H, L, LL chondrites) possess 1 6 0 depletions (e.g. (5)). These of course may 
not be explicable in terms of a relict grain, 1 6 0 rich admixtures. In fact, the 1 6 0 
depletions exist at the bulk level, not individual inclusions. Thus, a significantly 
large reservoir is required, in an apparently turbulent pre solar nebula, and one 
which does not mix with other isotopically distinct reservoirs. A number of such 
distinct reservoirs (at least 4) must be both created and segregated. Chemical 
production of the anomalies of course requires one reservoir since, by material 
balance, both positive and negative 1 6 0 reservoirs may be simultaneously created, 
essentially analogous to that observed in Figure 2. 

In the first observations of the meteoritic oxygen isotopic anomalies (4) it was 
stated that if the 1 6 o anomaly is created in an astrophysical event, such as a 
supernova, it should correlate with another isotopic anomaly, particularly 2 4 M g or 
2 8 S i excesses. Since it is required that the anomaly be sequestered in grains, one 
would particularly expect this. As reviewed recently (5) it is striking that, even 
though the magnitude of the isotopic anomaly is large and in the major element, 
there is no correlation with any other element across the meteoritic classes. In 
fact, silicon e.g. appears to be essentially homogenized; the total (mass dependent) 
isotopic range is a few per mil. As regards to chemical production, it is 
interesting to note that from what is known at present regarding the fractionation 
mechanism, oxygen is probably the only element in the periodic chart where these 
isotopic anomalies should be observable. Reactions such as Ο 4- SiO, Ο + 
MgO, Ο 4- FeO could plausibly be envisioned as reactions which could occur in 
a presolar nebula and which could produce a mass independent isotopic 
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fractionation (5). No isotopic effect would occur in e.g. Si, Mg or Fe since these 
atoms are typically co-ordinated by oxygen, and to generate the mass independent 
fractionation they must be external. Clearly, to forge a quantitative model for the 
early history of the solar system there are two crucial needs. First, the mechanisms 
associated with the mass independent fractionation processes must be resolved. As 
stated in the opening paragraph of the chapter, it is the quantitative formalism of 
conventional isotope effects which led to the wealth of detailed applications. 
Secondly, the relevant experiments must be performed. The studies of Ο + 02, Ο + 
CO and SF5 + SF5 demonstrate that there are significant variations between each 
reaction, possibly related to the density of states, though not certainly. The difficult 
task of studying the relevant reactions, such as Ο +SiO must be done and these 
studies are presently underway. 

As a final comment, as is the case for conventional mass dependent isotope 
effects, mass independent fractionations may be used as a probe of a wide range of 
physical phenomena. The time scales of the processes range from occurrences of 
events on the 10" 12 s e c scale to >10^ years before present. The range in size 
extends from a.u. (atomic units) to A .U . (astronomical units). 
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Chapter 10 

Heavy Ozone Anomaly 
Evidence for a Mysterious Mechanism 

S. M. Anderson1, K . Mauersberger2, J . Morton2, and B. Schueler2,3 

1Department of Physics, Augsburg College, Minneapolis, MN 55454 
2School of Physics and Astronomy, University of Minnesota, 

Minneapolis, MN 55455 

The unexpectedly large abundances of isotopically heavy ozone 
observed in a variety of environments indicates that our understanding 
of how ozone is formed is incomplete and may involve significant 
participation of one or more low-lying metastable electronic states. A 
summary of the experimental observations of ozone isotopomers in the 
stratosphere and in laboratory studies is presented. It is argued that 
these data are inconsistent with the standard picture of recombination 
reactions, and an alternative symmetry-selective mechanism which 
involves multiple electronic states is proposed. Recent progress in 
theoretical and experimental determinations of the energies of candidate 
states indicates that the 3B2 state, and to a lesser extent the 3A2, may be 
involved. 

During the past two decades the stratospheric ozone layer has been subject to intensive 
research. The equilibrium between formation and destruction of ozone may be altered 
by man-made chemicals which become activated in the stratosphere to participate in 
catalytic destruction processes. Since ozone is the only constituent which absorbs 
significant amounts of solar radiation between the visible and 240 nm, a decrease in 
stratospheric ozone will result in an increase of U V radiation at the Earth's surface and 
consequent damage to biological systems. Its long term stability has been and is 
continuously monitored, and atmospheric photochemical models which include 
established chemical and dynamic processes are used to predict future changes in 
ozone. 

Formation of ozone is generally assumed to follow the well-known Chapman 
reactions: 

O2 + hv -> Ο + O (Rl) 
and 

O + O2 + M -> O3 + M (R2) 

3Current address: Department of Diagnostic Radiology, Mayo Clinic, Rochester, MN 55905 

0097-6156/92/0502-0155$06.00/0 
© 1992 American Chemical Society 
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156 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

where M is a third body molecule to stabilize ozone. Photochemistry models assume 
that ozone is formed only in its ground electronic state. Loss processes include 

and catalytic cycles where CI, NO and OH convert O3 and Ο into 2 O2. 
Ozone is a fragile molecule with a dissociation energy of only 1.1 eV. For 

comparison, dissociation of O2 requires 5.1 eV, and a similar triatomic molecule such 
as NO2 requires 3.1 eV. Throughout the atmosphere ozone is always present as a trace 
gas; its mixing ratio does not exceed 10 ppmv in the stratosphere and 50 ppbv in the 
free troposphere. Though it can form many isotopomers due to the existence of three 
oxygen-atom isotopes ( 1 6 0 , 1 7 0 and 1 8 0) , the natural abundance of those atoms makes 
ozone molecules of mass numbers 48,49 and 50 the only ones of atmospheric 
significance. Statistical distribution should lead to the following isotope ratios: 

48/50=163 and 48/49 = 900 

Whenever the two heavy isotopomers are formed, one-third of the molecules should be 
of symmetric molecular structure ( 1 6 0 1 8 0 1 6 0 ) and two-thirds asymmetric (e.g. 
I80160160). Recognition of these two forms is important in ozone isotope studies and 
will be discussed below in more detail. 

A measurement (1) of the two most abundant isotopes of ozone at mass 48 and 50 
has led to speculation that the formation mechanism stated above may not be entirely 
correct. A balloon-borne mass spectrometer experiment measured ozone of mass 48 
and 50 over the altitude range of 38 to 22 km and revealed the astonishing result that 
the heavy isotope was as much as 40% enriched relative to a statistical distribution at 32 
km. Theoretical analysis (2,3) predicted a small depletion in the heavy isotope rather 
than an enhancement. More atmospheric measurements have since become available, 
and numerous laboratory studies have been performed to elucidate this unusual 
enhancement in heavy ozone. A variety of experimental techniques have been 
employed, including emission and absorption spectroscopy as well as mass 
spectrometry and the collection of stratospheric ozone samples. The ozone formation 
process has been clearly identified as the step where the isotope fractionation occurs. 

This paper provides a review of stratospheric ozone measurements and laboratory 
studies with the goal of identifying the mechanism responsible for the heavy isotope 
enrichment Although a number of explanations have been proposed, it appears that 
none of them is able to explain all of the detailed results now available, and a more 
radical approach to the problem seems required. 

A Brief Historical Account of the Isotope Enrichment 

The first paper on a possible isotope enrichment in heavy ozone was published by 
Cicerone and McCrumb (4) who suggested that 3 4 U2 may be preferentially dissociated 
in the upper atmosphere by selective absorption in the Schumann-Runge bands when 
compared to 32C>2, resulting in an increased production of l s O . This, in turn, would 
result in an enhancement of 5 0 O3. In 1981, Mauersberger (1) published the first heavy 
ozone measurement between 22 and 38 km, showing an unexpected enhancement of 
about 40% near 32 km, decreasing both toward higher and lower altitudes. An 
analysis of the ozone formation process in the stratosphere (2) questioned the 
proposed source of the enhancement (4) since an increased production of l s O would be 
rapidly diluted by the exchange reaction 

O3 + hv -> O + O2 (R3) 

O3 + O -> 2Ο2 (R4) 
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ι»0 + 320 2 <=> 1 6 0 + 3 4 0 2 

Kaye and Strobel (2) concluded that a paradox must exist since the mass spectrometer 
measurement (1) appeared to be of good quality while their calculation predicted a 
depletion in the heavy isotopes. A detailed analysis (5) of the absorption cross-section 
in the Schumann-Runge bands resulted in a production rate of 1 8 0 an order of 
magnitude less than originally proposed by Cicerone and McCrumb (4), and thus 
eliminated conclusively an enhancement of 1 8 0 as the source of heavy ozone found 
during the balloon flight 

Another indication of an unusual isotope effect in ozone was published by 
Heidenreich and Thiemens (6) who produced a mass-independent enhancement in 49C>3 
and 5 0 O3 of about 3% in a laboratory 02-discharge experiment, considerably less than 
measured in the stratosphere, yet clearly different from statistically expected values. 
The experiment was performed at low temperatures, an important fact which 
determines the magnitude of the isotope effect as will be shown later. 

Summary of Stratospheric Ozone Isotope Measurements 

During the last ten years numerous ozone isotope measurements have been published, 
involving very different experimental techniques. The initial mass spectrometer 
balloon-borne measurements have been complemented by spectroscopic investigations 
and by ozone sample collection. In this section an attempt will be made to summarize 
these measurements; details can be found in the papers cited. It is fascinating to note 
that every technique employed to measure heavy ozone has detected a substantial and 
variable isotopic enhancement. 

In situ mass spectrometer measurements. During a number of balloon 
descents, seven isotope ratio profiles have been obtained. They are explained and 
discussed in detail by Mauersberger (7) ; Figure 1 shows four representative profiles. 
A l l flight data have been analyzed in a consistent, uniform way to derive background 
corrections for intensities measured at mass 50. This procedure is justified since 
essentially the same equipment was used in each of the flights. The isotope 
enhancement shown in Figure 1 is defined in the usual way. 

Enh. (%) = {(50/48) s a m p ie - (50/48)stand.} /(50/48)stand. * 100 

The standard is the expected statistical distribution of natural 1 6 0 and 1 8 0 in the 
atmosphere, although the observed effect is so large that virtually any standard would 
suffice. Most pronounced is the variability in the enhancement There are flights with 
large high altitude enhancements and others which show "only" 10-20%. The standard 
isotope ratio, corresponding to an enhancement of zero, was only found in one of the 
flights at lower altitude. There appears to be no correlation of heavy isotope enrichment 
with the time of the day, season or even altitude, although upper stratospheric 
enrichments (>30 km) are more frequent 

Ozone Sample Collection. The in situ mass spectrometer measurements do not 
provide sufficient accuracy to measure the less abundant smaller isotopomers of mass 
49, although high altitude data indicated that it was also enhanced. A unique ozone 
collection system has been developed to improve the accuracy and precision of the 
measurement of mass 50, and to add measurements of 49. Details about the collection 
procedure and the subsequent laboratory data analysis are provided by Schueler et al. 
(8). Table I shows the isotope enhancements in 49 and 50 obtained from three balloon 
flights. The gondola had three sample collectors on board; during the second flight 
only two samples were obtained due to balloon problems. After the third flight, two of 
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Figure 1. Enrichment of 50O^ measured with a mass spectrometer during four 
balloon flights. 
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the containers developed leaks and analysis of the ozone sample was not possible. As 
discussed below, the 8 to 9% enhancements found in the last two collector flights agree 
well with laboratory studies which predict such enhancements when the temperature 
dependence is taken into account 

Table I. Flight Parameters and Results 
Flight Dale Altitude Enrichment (%) Flight 

Location Range 50o3 (km) *>o3 
± 50o3 ± 

I 25 Aug 1988 35.5-32.3 11.2 1.2 16.1 0.9 
Palestine, T X 

32.0-29.0 10.7 1.0 14.3 0.6 

28.7-26.2 8.7 1.0 12.1 0.6 

II 31 July 1989 35.2-31.8 9.2 1.7 8.9 1.2 
Palestine, T X 

31.1-26.8 8.1 1.8 8.1 1.5 

in 24 Oct 1989 32.0-29.1 8.3 0.8 9.1 0.5 
Fort Sumner, N M 

Optical Measurements. Infrared absorption and emission spectroscopy have a 
clear advantage over mass spectrometer investigation since a separation of symmetric 
and asymmetric molecules contributing to 5 0O3 is possible. The first absorption data 
were published by Rinsland et al. (9) using ground-based observations to obtain 
column density isotope enhancements. For three measurements the asymmetric 
molecules showed an enhancement of 11% ± 11%, and 5% ± 5% for the symmetric 
molecules. The large error bars make it difficult to detect any symmetry-dependence. 
Somewhat unusual results were published by Abbas et al. (70), who reported analysis 
of far infrared emission spectra which led to a higher enhancement of the symmetric 
molecules (60% at 33 km) than found for the asymmetric (20% at 33 km). The 
enhancement showed considerable variability with altitude. 

The most recent data were reported by Goldman et al. (11), who used a Fourier-
transform IR absorption spectrometer on board a balloon to determine column densities 
of ozone and its isotopomers above 37 k m For two flights the following 
enhancements were found: 

16Q180160 i » 0 1 6 0 1 6 0 
Nov. 18, '87, Fort Sumner, N M 20 ± 14 % 40 ± 18 % 
June 6, '88, Palestine, TX 16 ± 8 % 25 ± 12 % 

Because column density ratios are reported, local enhancements could be substantially 
larger. 

Summary of Laboratory Ozone Isotope Measurements 

The discovery of an unusual enrichment in stratospheric heavy ozone has resulted in an 
extensive effort to simulate and understand the effect in dedicated laboratory 
experiments. The first laboratory studies of ozone isotope fractionation were published 
by Heidenreich and Thiemens (6) who reported a mass independent enrichment of 
approximately 3% in both 4 9 0 β and 5 0 O3. Since this time, ozone has been produced 
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using a variety of techniques including O2 dissociation by U V absorption, electric 
discharge, microwave discharge and others (12,13). 

In a novel experiment reported by Morton et al. (14), ozone was formed from Ο 
and O2 in their ground states ("Visible Light Experiment") to investigate whether 
excited states may play a role in producing the isotope enhancement Results of this 
experiment are shown in Figure 2. Near room temperature, the enrichment is 
approximately 12.5% for 5 (Ό3 and 10.5% for 49C>3. The enrichment decreases toward 
higher pressures, a result also found when other methods of Ο production were used 
(12-14). By 10 atmospheres the isotope effect has decreased dramatically to about 3% 
(15). Figure 3 shows the change in the enhancement when the temperature of the 
vessel in which ozone was formed was varied over a wide range. The early laboratory 
results of 3% enhancement (6) were obtained when ozone was formed in a liquid N2 
cooled container. 

The laboratory data shown in Figures 2 and 3 would predict a stratospheric 
enrichment in heavy ozone (near temperatures of - 35eC) of 8-9%, slightly larger for 
5 0 O3 then for 4 9 03 . While such enhancements have been observed it is not unusual, as 
shown in Figure 1, to find the enrichments higher than this by factors of 5 or more. 

Pathways to Symmetry-Selective Isotope Effects in Ozone 

Within our current picture of how ozone is formed we can understand neither the 
direction nor magnitude of the isotope effects discussed above. Kaye (3) has carried 
out extensive theoretical calculations based on established recombination theory and 
found that a small depletion of the heavier isotopomers would be expected. Several 
alternative explanations have been put forward. It has been proposed (6) that since the 
asymmetric ozone molecules can exist in every rotational state while the symmetric 
ones can only exist only in every other one, the asymmetric molecules possess twice 
the density of states and a concommitantly longer 0 - 0 2 collision complex lifetime. 
Bates (16) has suggested that the collision complex may be so short-lived that energy 
never becomes completely randomized, and the complex 'remembers' which bond 
originally belonged to the 0 2 . As an alternative to conventional theory, Valentini (17) 
has suggested that the striking isotope effects observed in the Ο ^ Δ ) photoproduct of 
ozone photolysis could account for the ozone observations, provided that enough of 
these excited molecules were present 

None of these explanations accounts adequately for the observations presented 
previously. The minor modifications of recombination theory are inconsistent with the 
pressure and temperature dependence, and the 0 2 ( Δ) mechanism cannot explain the 
results of experiments designed to preclude the presence of these metastables (14). 

The inability to understand these isotope effects in the context of conventional 
theories of recombination reactions suggests that Reaction R2 is not as simple as one 
might have thought, although we are not the first to propose this. In a study of the 
pressure-and third body-dependence of its rate coefficient, Cobos and Troe (18) 
concluded that the standard picture of recombination may not apply to this process. Its 
rate coefficient is exceedingly small, factors of 200 and 20 below that for Ο + NO + M 
at low and high pressures, respectively, and even lower than that for a typical atom-
atom recombination reaction. Locker et al. (19) have pointed out that time-resolved 
experiments in which both Ο and 0 3 are monitored indicate that the O-atoms are 
consumed faster than the ozone appears. Based on detailed study of the kinetics they 
suggest that a second electronic surface must be involved in the recombination process, 
and that as much as 60% of the recombination occurs into this state. 

It seems to us that a similar mechanism, as indicated in Figure 4, could account for 
the isotope effects which have been observed, provided that some type of symmetry-
selective relaxation of the metastable to the ground state occurs. It therefore becomes 
crucial to understand the nature of the states involved. 
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Figure 2. Pressure dependence of enhancement in 4 9 U3 and 50C>3 when ozone was 
formed from ground state Ο and O2 at a gas temperature of 320 K. 
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Figure 3. Temperature dependence of the enrichment in 49C>3 and 50O^ measured at 
an O2 pressure of 50 Torr. Contributions due to the isotope exchange reaction (2) 
have been subtracted. 

o + o2 
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Figure 4. Schematic representation of the role of a low-lying electronic state of 
ozone in Ο + O2 recombination. Isotope effects could come about from symmetry-
selective relaxation to the ground state. 
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Relevant Electronic States 

Due to the atmospheric importance of ozone there has been considerable effort 
expended to understand its electronic structure (20). Several groups have performed 
ab-initio quantum calculations to determine electronic energies and the corresponding 
geometries (21-23), and the results have been critical for the interpretation of ozone's 
optical absorption spectrum. For the present purposes, however, we need to know 
which electronic configurations correspond to bound states, i.e., their adiabatic 
electronic energies, and of these which are accessible from thermal, ground state Ο and 
0 2 . The triplet nature of the reagents and ozone's small binding energy places 
considerable demands on calculations designed to answer this question. 

To date there is a clear consensus about which states are likely candidates for 
bound systems, namely the *A, , 3 B 2 , 3 A 2 , and perhaps the lA~ CUV states as well as a 
D 3 h ring state. It is also clear that the first two of these are in fact Dound, and that there 
are no barriers to association for either one. Whether or not the A ^ A 2 or ring states 
are bound is still an open question theoretically. Given that the most recent global 
calculation of ozone electronic surfaces is nearly 15 years old, this may not be the case 
for long. 

Experimental determination of accurate adiabatic electronic energies also presents a 
challenge. The diffuse character of ozone's absorption bands from the ultraviolet into 
the near IR (including the Hartley, Huggins, Chappuis and Wulf bands) precludes 
applying the full power of modem laser techniques to the problem, although some 
headway has been made in the case of the quasi-bound Huggins system (24). 
Nonetheless, it is possible to obtain some valuable information even at relatively low 
resolution from changes in the vibrational structure of the absorption bands under 
isotopic substitution. 

To show this, we write the energy, T, of a given vibronic level as 

τ = τ + Σ . ( ν . + ΐ / 2 )ω . + Σ . Σ ^ ν !/2)(vk+ V 2 ) * i k 0 ) 

where ω and χ are the harmonic and anharmonic constants associated with the normal-
mode vibrations (25). Transitions originating in the lowest vibrational level of the 
ground electronic state (denoted by " ) will have frequencies given by 

v = T e " V + Σ ΐ ν ί ' ω ΐ , + 1 /2 (ω> ω.")] + 

Σ . Σ , Κ ν ΐ , + V ^ i V V 2 ) V - V ^ ' l · Ο 

Since the vibrational constants for the fully-substituted molecule are (26) 

ω.* = ρω., x^* = p 2 * i k , with p 2 = m/m*. (3) 

one can rewrite equation (2) for the labeled molecule and obtain an expression for the 
isotope shifts of the vibronic bands. For small vibrational excitations we substitute 
fundamental for harmonic frequencies and drop the quadratic terms to obtain a 
pleasingly simple relationship between these shifts and the vibrational energies: 

Δ ν = ν * — ν = ( p - i ) ( ( i / 2 Σ ν . · + Σ . ν ϊ > - 1 / 2 Σ . ν ) ( 4 ) 

which is just 

Δν = ( ρ - 1 ) ( Ε ; - Ε ο · ) . (5) 

The isotope shift of a given vibronic band is seen to be proportional to the 
difference between the vibrational energies in the upper and lower states; see Figure 5a 
for a pictorial summary. Within a vibrational progression one expects the isotope shifts 
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(a) 

.3 

Frequency (cm - 1) 

Figure 5. Determination of adiabatic electronic energies from vibronic isotope 
shifts, a) Illustration of the effect of heavy-atom substitution (heavy lines) on the 
vibrational manifolds of the ground and excited electronic states. For the upper 
state, the well represents motion along bound degrees of freedom only, b) 
Absorption spectrum of 1 6 0 3 and 1 8 0 3 near 1μ (300K, «100 Torr, 46 cm path). 
Note pattern of isotope shifts decreasing towards the adiabatic electronic energy of 
9990 c m 1 . 
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to decrease with transition energy towards the band origin. In particular, note that the 
isotope shift vanishes when the vibrational energies are equal, and that the photon 
energy corresponding to this 'shiftless' transititon is the energy difference between the 
bottoms of the wells on the two electronic potential surfaces. 

Figure 5b shows our absorption spectra of normal and fully 180-substituted ozone 
in the Wulf region (27). The dominant peaks clearly demonstrate this pattern of 
decreasing isotope shifts, with the band near 10080 cm"1 moving slighdy to the red 
while the very weak one near 9550 cm"1 moves slighdy to the blue when the atomic 
masses are increased. The adiabatic energy determined from the spectrum was 
9990±70cm 1 , or 1.24±0.01 eV. 

This technique was first used by Katayama (28,29) to find the correct origin of 
the Huggins bands and has been exploited recently by us (30,27) to estimate adiabatic 
energies for the states associated with the Chappuis and Wulf bands, which have 
historically been associated with the 1 B 1 and A~ states, respectively. Preliminary 
results from very recent ab-initio calculations indicate that these assignments may not 
be entirely correct, however. They suggest that the 1 B 1 and A 2 states interact to 
produce the Chappuis system (31,32) and that the 3 A ~ is more likely responsible for 
the Wulf bands (32). These results are presented with the theoretical energies in Table 
Π. If the assignment is correct, the experimental result for the Wulf bands together 
with the energy ordering from the theoretical calculations suggests that the Pi^ state is 
not quite bound, while die B 2 state very likely is. This state could have a significant 
impact on ozone formation due to its high multiplicity compared to the singlet ground 
state (33). Moreover, the metastable character of these states could provide multiple 
access to symmetry-controlled relaxation opportunities, if they exist, and could 
therefore be responsible for the observed isotope effects described here. 

Table II. Summary of Electronic States of Ozone 
Theoretical vertical energies from refs. 23 and 22; adiabatic energies from ref. 22. 
Experimental vertical energies from ref. 20, adiabatic energies from refs. 27-30. 

State Vertical Energy 
Ref. 22 Ref. 21 Expt. 

Adiabatic Energy 
Ref. 22 Expt. 

Assignment 

2 3 B , 

1.20 
1.44 
1.72 
1.59 
1.95 
3.27 
3.60 
4.97 

1.60 
2.09 
2.34 
2.01 
2.41 
4.71 
4.58 
6.12 

1.6 

2.1 

4.9 

0.92 
1.35 
1.66 
1.74 
2.06 
2.92 
1.20 
5.54 

1.24±0.01 Wulf Bands 

2.03±0.04 Chappuis Bands 

(ring state?) 
3.41 Hartley, Huggins 

Bands 

Conclusion 

The preponderance of experimental evidence on isotope effects in ozone formation 
points to very strange behavior in the recombination reaction between Ο and O,. The 
large enrichments observed in the heavy isotopomers apparently comes about through a 
mechanism outside the conventional picture of recombination processes on a single 
potential energy surface. No satisfactory explanation has been found. One very 
attractive possibility is the participation of the low-lying 3 B 2 and perhaps the 3 A j 
metastable states. Combined with an appropriate, but as yet, unknown symmetry-
selective relaxation process, such states could provide the explanation of the anomalous 
isotope effects. More work, both theoretical and experimental, will be needed to 
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characterize these states to determine whether this hypothesis is correct and to assess 
the implications for the stratosphere. 
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Chapter 11 

Isotopic Study of the Mechanism of Ozone 
Formation 

N. Wessel Larsen, T. Pedersen, and J. Sehested 

Department of Chemistry, University of Copenhagen, H. C. Ørsted 
Institute, 5, Universitetsparken, DK-2100 Copenhagen, Denmark 

Thompson and Jacox [1] reported, in a recent study using isotopic oxygen species, 
that apparently ozone formation in a matrix took place in a straightforward end
-on manner. However rather surprisingly an isotopic study of the formation of 
ozone in the gas phase has not previously been undertaken. The most obvious 
reason for not undertaking an investigation would be to tacitly assume that the 
incoming oxygen atom had no choice but to attach itself at one of the ends of the 
oxygen molecule. Indeed our original motive for undertaking this investigation 
was to find out whether a symmetrically triangular (D3h) form of ozone might 
be involved in the transition state. (We call it "cyclic ozone" following Wright 
[3] ). 

Cyclic ozone has a fairly long history in chemistry, see Wright [3], but it has 
never been observed. Quantum chemical calculations invariably seem to come 
up with either an excited state with D3h symmetry or with a dip in the higher 
energy ranges of the ground state surface with the same symmetry. See Murrell 
et. al. [4] and Burton [5]. 

To study the formation of ozone by means of isotopes would seem to be a 
good way of collecting evidence for the involvement of cyclic ozone in ozone 
formation. During the formation of ozone 0 and 0 2 must come down from the 
dissociation limit on the potential surface (or perhaps slightly above), and hence 
have a chance of falling into the D 3h region, provided it exists, but also assuming 
that it lies below the dissociation limit. 

If the mechanism of ozone formation is purely "end-on", then we expect only 
one isotopically substituted version of ozone in the reaction: 

0 + QQ + M -> 0QQ + M (1) 

Q denotes 1 8 0 while Ο denotes 1 6 0. If on the other hand the reaction passes via 
cyclic ozone, then we expect a mixture of products: 

0097-6156/92/O502-0167S06.00/0 
© 1992 American Chemical Society 
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168 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Figure 1 : The passage from the reactants to the ground state of ozone via the hypothetical, 

cyclic intermediate. Supposing an equal propability for the breaking of each bond this channel 

will lead to a 2:1 ratio of the asymmetrical to the symmetrical isotopomer. 

0 + QQ + M-> aOQQ + bQOQ + M (2) 

where the "isotopomer ratio" r 5 2 = a/b (52 refers to the common mass of the 
ozone isotopomers) depends on the propability of the reacting species falling into 
the dip on the potential surface. In particular a ratio close to 2 is expected if 
all ozone formation takes place via cyclic ozone, assuming that the three bonds 
open up with equal propability to form ground state ozone, see Figure 1. 

A third channel, which might be referred to by the self-explanatory term 
"insertion", is also conceivable: 

0 + QQ + M - Q O Q + M (3) 

Bates [6] has proposed a socalled "flip-over" mechanism, which essentially 
amounts to the same thing as our cyclic mechanism. The only difference is 
whether the transition state is a minimum (our assumption) or just a shallow 
region on the potential surface, where the molecule is floppy. 

In Table 1 we show the very first results we obtained for the isotopomer yields. 
(The experimental details are reviewed in the Appendix.) As is evident, the 
isotopomer ratios are invariably close to 2 and rather insensitive to the nitrogen 
partial pressure, i. e. to the rate of ozone formation. 

Somewhat to our surprise we found that 5 4 0 3 was present among the products 
and that there was more of 5 0 O 3 than was to be expected from the natural 
abundance of these isotopomers in the ozone. We realized that a wellknown 
exchange reaction [7] was taking place: 

O + QQ -> OQ + Q (4) 

This reaction is in fact about 300 times faster than ozone formation (de
pending on pressure and temperature). Only when we started to do kinetic 
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11. LARSEN ET AL. Isotopic Study of Mechanism of Ozone Formation 169 

Table 1: Experimental abundances in pet. (percentages uncertain by .05 except for OOO 

which is uncertain by .1) and isotopomer ratios (uncertain by .2) after UV-photolysis for 10 s of 

0 3 mixed with Q 2 at room temperature and varying partial pressures of nitrogen. 

Nitrogen partial pressure/Torr 
Species or Ratios 0 64 134 256 476 
OOO 99.4 96.7 97.6 96.4 93.3 
OOQ 1.03 1.39 1.37 1.60 1.53 
OQO 0.49 0.64 0.60 0.71 0.65 
rso 2.10 2.17 2.28 2.25 2.35 
OQQ 0.75 1.18 1.50 1.97 2.07 
QOQ 0.38 0.55 0.70 0.84 0.91 

1.97 2.15 2.14 2.35 2.27 

QQQ 0.62 0.84 1.72 1.93 2.41 

simulations did we realize that the isotopomer ratio r 5 2 would end up being close 
to 2 also for the end-on or insertion mechanisms, when this process is taken into 
account. 

In the following section we analyse the situation in more detail and try to 
explain the strategy that we used in order find out which channel is actually 
followed. 

A strategy aimed to influence the isotopomer ratios 

The ratios r 5 0 and r 5 2 between the two isotopomers of 5 0 O 3 and of 5 2 0 3 may 
be stated in terms of the concentrations of the isotopomers as follows: 

r - [ 0 0 Q ] (51 
r 5 ° - ( Ô Q Ô i ( 5 ) 

r - [ 0 Q Q 1 Î6) 
r " " [QOQ] ( 6 ) 

If the channel via cyclic ozone prevails, then the two ratios can only deviate 
from 2 to the extent that isotope effects make the breaking of one chemical 
bond more preferable than the breaking of a symmetrically non-equivalent bond, 
see Figure 1. If such is the case, then we would still anticipate a constant ratio, 
independent of the experimental conditions. (To simplify the following discussion 
we shall assume that the ratios will be exactly statistical, i.e. equal to 2 for this 
mechanism). 

If therefore, by the right choice of experimental conditions, r 5 0 and r 5 2 can be 
caused to deviate significantly from the value 2, then this is evidence for either 
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170 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

end-on addition (both ratios becoming larger than 2) or insertion (both ratios 
becoming smaller than 2). 

If the isotopomer ratios cannot be influenced, then it is more difficult to reach 
a definite conclusion. It can either mean that scrambling processes dominate, 
thus masking the end-on or insertion mechanisms, or that the mechanism is via 
cyclic ozone. 

In the following we shall assume that at any stage during the photolysis, the 
free atoms will become scrambled. This means that the ratio between the atomic 
concentrations will attain the same value as the ratio between amounts of the 
oxygen nuclides present: 

[0] 2[00] + [OQ1 . 
[Q] 2[QQ] + [OQ] V ; 

This relation follows from the approximate steady-state conditions for the 
atoms: 

*[0][QQ] + i*[0][0Q] = *[Q][00] + \k[Q][OQ) (8) 

here k is the rate constant for the exchange reaction Eqn. (4) (left to right) while 
\ k is the rate constant for the opposite reaction (right to left, neglecting isotope 
effects). 

There are two approximations involved in the steady-state condition Eqn. (8): 
the neglect of ozone formation, and the neglect of ozone destruction, according 
to the process: 

Ο + 0 3 - 2 0 2 (9) 

Both approximations are very good indeed, since these processes occur on 
much larger time scales. Ozone formation is some three hundred times slower 
than exchange, and ozone destruction, is even slower. 

Obviously, if the dioxygen molecules also become scrambled, in the sense that 
the nuclides are statistically distributed among the molecular dioxygen species as 
well, then the ozone isotopomer ratios will both become equal to 2 irrespective of 
the mechanism. We believe that this was the situation in our early experiments, 
because the concentration of 0 2 (which was only present to the extent that it was 
produced by the photolysis) was insignificant at any time during the experiments, 
while OQ was formed at exactly the same rate as Q according to Eqn. (4). 

It then occurred to us, that we might delay the molecular part of the scram
bling by having not only Q 2 present, but by adding 0 2 in comparable quantity. 
This would delay the formation of the statistical amount of OQ, since the for
mation of OQ from 0 2 would now be a process of substantial bulk. We have 
simulated the time development of the molecular concentrations in Figure 2. 

The strategy in our final experiments has therefore consisted in letting the 
ozone photolysis take place in a mixture of approximately equal and relatively 
high concentrations of 0 2 and Q 2 (numbers are found in the appendix). 
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11. LARSEN ET AU Isotopic Study of Mechanism of Ozone Formation 171 

dloxygena 

V 0 25 SO 75 100 125 1 » 175 200 

Time / s 

Figure 2: Simulation of the time development of the concentrations of the molecular dioxygen 

species. The measurements were performed at 120 s. It is seen that at long times [OQ] approaches 

its "scrambled value" (there is continuous formation of O 2 due to ozone photolysis), while there 

is a range (0-125 s) in which it has not yet caught up. This is the preferable range for obtaining 

isotopomer ratios different from 2. 

Reprinted from ref. 2. Copyright 1991 Wiley. 

T h e mechanism of ozone formation 

The ratios observed in an experiment performed with visible light at room tem
perature are shown in Figure 3. As is evident from the figure, the ratios are both 
larger than 2, so that we may conclude that the mechanism is dominated by the 
end-on channel. The simulations were made under the assumption that there 
were no mass dependent isotope effects. 

The error ranges (9-13 % for r 5 0 , 13-30 % for r 5 2) do of course allow for 
contributions from other channels. In the figure we have made a simulation in 
which a contribution of 5 % insertion to the reaction has been assumed, 5 % is 
the limit, imposed by the error ranges, to which insertion might contribute to 
the reaction. However alternatively we might have added 15 % of the channel via 
the cyclic intermediate. (Since 1/3 becomes symmetrical). 

In the discussion we mention a series of new, as yet unpublished, experi
ments in which the number of data points has been increased, and where the 
temperature has been varied. In Figure 4 we show that the resulting simulations 
corroborate the findings of [2]. 

Discussion 

We have presented experimental evidence for a mechanism of ozone formation 
in the gas phase, that is predominantly end-on, [2]. This evidence has been 
corroborated by a new series of experimental results (as yet unpublished, see 
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172 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

1 ι ι 1 1 I 1 

-

rso(Q) • " - ^ — - — _ < r50lb) 

TcniC ) 

t 
1 
1 
1 

-

1 riltcTj 1 

, 

1 1 1 1 

~0 25 50 75 100 125 150 175 200 

t / sec 

Figure 3: Simulations of the time development of the isotopomer ratios r 5 0 and r 5 2 for 

VIS-photolysis experiment assuming: (a) the end-on mechanism, (b) 95 % end-on plus 5 % 

insertion and (c) 100 % insertion. The dashed line indicates the time (120 s) where the measure

ments are performed. Also shown are the the experimental ratios with error bars. 

Reprinted from ref. 2. Copyright 1991 Wiley. 

below). It is important to emphasize that our conclusion is based on the fact 
that we have been able to cause the isotopomer ratios to increase significantly 
above the value 2, by the strategy discussed above. It does not rely, therefore, 
on absolute determinations of the isotopic abundances in the resulting mixtures. 

It is worth noting that in our first experiments see Table 1, where we at
tempted to influence the reactions by manipulating the nitrogen pressure, we 
were unable to obtain results differing significantly from 2. At that stage we 
actually thought that we had evidence for the channel via the cyclic transition 
state. 

As implied above (see also [2] for details) we rely on a calibration mixture for 
our measurements on the microwave spectrometer. This is a drawback, which 
we have not sofar been able to avoid, although an attempt has been made, which 
is explained in the second part of the appendix. 

At the moment we attempt to come around this difficulty along two lines: 
Firstly we are trying to measure a larger set of microwave lines. Secondly we are 
working on obtaining the rotational spectrum of a calibration mixture, of iso
topically substituted ozone species, in the far-IR range using our high-resolution 
Fourier Transform spectrometer (Bruker FS120HR). In both cases we aim at 
applying the absolute line-strength for concentration assessments. The calcula
tion of absolute line strength, in the rotational part of the spectrum, requires 
knowledge about the permanent dipole moment and the partition functions. The 
permanent dipole moment for the parent molecule has been measured, while its 
components in the principal axis systems for the isotopically substituted species 
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11. LARSEN ET AL. Isotopic Study of Mechanism of Ozone Formation 173 

0 20 40 60 80 100 120 KO 

Time/IOs 

0 20 40 60 80 100 120 KO 

Time/IOs 

0 50 100 150 200 250 300 350 400 

Time/IOs 

Figure 4: Simulations of the time development of the isotopomer ratios r^o and r 5 2 for three, 

more recent VIS-photolysis experiments, run at different temperatures. The experimental set-up 

is different from that of [2], that is the reason why the time scale is different. The low temperature 

experiments b) and c) were simulated using the newly found temperature dependence for the 

scrambling process - see discussion and appendix, a) 10 °C ; b) -70 °C ; c) -130 °C 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
8,

 1
99

2 
| d

oi
: 1

0.
10

21
/b

k-
19

92
-0

50
2.

ch
01

1



174 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

may be calculated by simple vector algebra. The partition functions for all the 
species may be obtained from the rotational constants and a general force field, 
data which are also available. 

The reason why we put so much emphasis on the calibration procedure is, 
that we wish to contribute to the solution of a number of unsolved problems in 
the atmospheric behaviour of heavy ozone. These problems have arisen through 
the findings of Maursberger and collaborators [10], [11] and [12], Abbas et. al. 
[13], Goldberg et. al. [14] and Thiemens et. al. [15] of unexpected enhancements 
of 50-ozone in stratosphere as well as in the laboratory. Such enhancements were 
originally predicted by Cicerone and McCrumb [16] but Kaye and Strobel [17] 
and Kaye [18] questioned the predictions, pointing out that the exchange process 
Eqn. (4) would render any major enrichment impossible, leaving room for only 
very minor, mass dependent effects. We aim at doing laboratory studies of abso
lute isotopomer ratios. (As opposed to the relative values we are presently using). 
Such ratios are crucial in order to understand how the observed enhancements 
arise. 

Even though we have not as yet accomplished reliable, absolute measurements 
of individual isotopomer abundances for 50- and 52-ozone, we have been able to 
improve our calibration (see appendix), so that we can at least compare enhance
ments obtained for total abundances with those of Morton, Barnes, Schueler and 
Maursberger [12]. Results of scrambling experiments at three different temper
atures are shown in Table 2. (The scrambling experiments are described in the 
first part of the appendix.) 

While Morton et al [12] use mass spectrometry to ascertain the reference 
composition of the original oxygen mixture, relative to which the enhancements 
are calculated, we have had to use the isotope composition of the collected ozone 
as the reference composition (using the same formula as Morton et al in [11] for 
the calculation of the enhancements). We believe that the uncertainty stemming 
from this source is small compared to that originating from the experiments. It 
should be kept in mind, that the enhancements are relatively more uncertain 
than the abundances, because they are ratios between two abundances divided 
by ratios between two standard abundances. 

Table 2: Abundances and enhancements of isotopomers of ozone (both in %), ob
tained by scrambling using VIS-photolysis and measured by microwave spectroscopy 
applying a new calibration method, described in the appendix. Enhancement of 
OOO is zero by definition. 

Abundance / Enhancement 
Isotopomer -70°C 20°C 70°C 

OOO 
OOQ+OQO 
OQQ+QOQ 

QQQ 

14.1(.5)/0(0) 
41.0(1.7)/14(10) 
34.4(1.6)/12(4) 
8.5(1.6)/-3(7) 

13.4(.5)/0(0) 
42.0(1.8)/21(11) 
34.2(1.6)/15(4) 
8.7(1.6)/1(8) 

14.1(.5)/0(0) 
42.6(1.8)/15(10) 
37.3(1.6)/15(4) 
9.0(1.6)/-5(7) 
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11. LARSEN ET AL. Isotopic Study of Mechanism of Ozone Formation 175 

We can compare with Morton et al [12] for 50-ozone only. For this isotopomer 
we find from their Fig. 3 -70°C : 8%, 20°C : 11%, 70°C : 14%. Within our large 
error bars - and their smaller - we seem to be in fair agreement with the en
hancements previously found for 50-ozone produced by photolysis. 

We would now like to discuss the low temperature experiments performed at 
143 Κ in [2]. These presented us with a puzzling discrepancy between simulated 
isotopomer ratios and the corresponding experimental values. In one experiment 
we determined the values r 5 0 = 2.8(0.3) and r 5 2 = 7.3(2.1), while the simu
lated values were r 5 0 = 4.9 and r 5 2 = 13.3. We speculated that the reason for 
such a large discrepancy had to do with lack of knowledge of the temperature 
dependence of either the exchange process or the process of ozone formation. 

The relation for the temperature dependence of the process of ozone formation 
was extended to low temperatures by Hippler, Rahn and Troe [19]. It was found 
to predict a value at 143 K, not deviating much from the value we had been 
using. So the focus had to be put on the exchange process, which was until then 
believed (but not measured) to be independent of temperature [9] at least for 
temperatures at or above room temperature. 

We have examined this process at 143 Κ (see appendix for details) and found, 
very much to our surprise, that its temperature dependence is pronounced at 
lower temperatures, and that it mimicks that of ozone remarkably. This means, 
among other things, that the rate of exchange increases with decreasing tempéra
ture. With this relation for the rate of exchange, we are now able to simulate also 
the low temperature experiments reasonably well, as is evident from Figure 4. 
(The new measurements underlying the figure aimed at putting more data points 
- spanning a suitable time domain - onto the graphs. The data are as yet un
published, proper publication awaits one of our - hopefully successful - new 
calibration procedures. The original calibration method has been used to obtain 
the results.) 

This new finding is very interesting, since it points towards a relationship 
between ozone formation and exchange. If we consider the results in relation 
to the theoretical considerations also presented in the paper by Hippler et. al. 
[19], then it appears that our experiments take place in a pressure/temperature-
regime, where the function of the third body is to form a Van der Waals-type 
complex before the final reaction takes place, rather than to act as an energy 
transport agent after the reaction has taken place. In the light of this theory one 
might suggest that the reaction sequences leading to exchange or ozone formation 
are the following: 

Q + O a ^ Q . O a ; (10) 

Q 0 2 - Q O + 0; k2 (11) 

Q · 0 2 + M Q 0 2 + M; k3 (12) 
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176 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Assuming that the the concentration of the Van der Waals complex reaches 
a steady-state we obtain the concentration of the complex: 

[ Q 0 1 *i-[Q][0») . ,* i~[Q)[0»] f l 3 ) 

l Q ° 2 ) - ^ + i f c 2 + i f c 3 [ M r t ^ + j b , ( 1 3 ) 

Hippler et. al. formulated their socalled "Radical Complex"(RC)-mechanism 
in terms of an unspecified M. What we suggest is that M be 0 2 . This suggestion is 
advanced partly because it explains the relationship we have established between 
exchange and ozone formation, partly because the biradical 0 2 ( 3 Σ ~ ) is more 
likely to form a relatively long-lived Van der Waals complex with the atom Q(3P) 
than is a closed shell molecule like N 2 . 

The primary argument used by Hippler et. al. for the RC-mechanism was 
based on the temperature dependence for ozone formation. The theoretically pre
dicted T " 6 / 2 dependence was sufficiently close to the experimentally determined 
T"2,6-dependence to corroborate the mechanism, whereas a T"1-dependence was 
required theoretically for the "Energy Transfer"-(ET)-mechanism. 

If we assume, in accordance with Hippler et. al., that the temperature de
pendence of is ~ T ~ 5 / 2 , those of and k2 ~ T° and that of k3 ~ T " 1 / 2 , 
then the resulting temperature dependence of the exchange process will become 
~ T ~ 5 / 2 , while that of ozone formation becomes ~ y-e^ b 0 t n in accordance 
with the experimental findings within their uncertainties. (We must also assume 
fc3[M] << k2, i. e. the low pressure limit, in Eqn. (13) to obtain the correct 
kinetic reaction orders, and so must Hippler). 

A P P E N D I X 

E x p e r i m e n t a l 

The experiments have been fully described elsewhere [2]. Here we shall therefore 
only give at brief outline. 

The assessment of the concentrations is made by means of a microwave spec
trometer, that allows the independent measurement of all the isotopomers. We 
calibrate using a supposedly scrambled mixture of ozone isotopomers. 

The photolysis takes place in a quartz bulb using either UV-light from a high 
pressure mercury lamp (for 10 s) or visible light from a horticultural lamp (for 
120 s, to achieve a similar degree of ozone photolysis). 

The first experiments were performed at room temperature using varying 
nitrogen pressures, 10 Torr Q 2 and 10 Torr ozone, while the last experiments 
were performed with about 30 Torr of Q 2 and 0 2 and 10 Torr of ozone. Nitrogen 
pressure was fixed - by adding nitrogen until a pressure of about 1 atm was 
reached. The latter conditions aimed at speeding up ozone formation as much 
as possible. 

In the last experiments we also photolysed at 143 Κ by immersing the bulb 
into a pentane/pentane-ice bath prior to photolysis. The idea was again to speed 
up the ozone formation reaction, which has a negative temperature coefficient. 
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11. LARSEN ET AL. Isotopic Study of Mechanism of Ozone Formation 177 

In our unpublished experiments we have used a different set-up. The main 
difference is in the size of the bulb and the way it is illuminated. To achieve 
the same degree of conversion as in [2] substantially longer exposure times were 
needed. 

In the discussion we have made an attempt to compare some of our results 
with enhancements found by various authors. The experiments - one at -70°C , 
one at 20°C and one at 70°C - were made as follows. The oxygen/ozone mixtures, 
of the same composition isotopewise as in our other experiments, were photolysed 
with intense visible light for about an hour. The ozone was preconditioned in 
the sense that it had been prepared out of a small portion of the oxygen mixture 
and scrambled - using the Tesla coil as described in [2]. The idea was to have the 
ozone as close to its final composition as possible before the illumination started. 

The simulations were made using conventional routines (NAG-library) and 
rate constants from the NASA compilation [8] and from Anderson et. al. [9] 
(exchange reaction). We took the temperature dependent expression for the rate 
of ozone formation from Hippler et. al. [19] to simulate our low-temperature 
experiments. 

The exchange process was measured after illuminating a mixture of 2.7 Torr 
0 3 , 33 Torr of a mixture of Q 2 , OQ and Q 2 and finally 588 Torr N 2 for 2 minutes 
at 143 K. (In the new set-up). The dioxygen species were analysed mass spectro-
metrically before and after the illumination: (02%, OQ%, Q2%)= (48.9%, 5.6%, 
45.4%) (before) and (32.8%, 37.4%, 29.7%) (after). The (preliminary) scram
bling rate constant determined was fcexc/l(143 #)=3.5 10"11 cm"3 s"1, which is 
12 times the room temperature value. In order to be able to simulate also 
the -70 °C experiments we have actually found a functional form of kexch(T): 
kcxch{T) = 3.8 10"12 {3-0^)~2'9 cm - 6 s _ 1, but we must emphasize that this ex
pression is even more preliminary. 

While we have no doubt about the qualitative behaviour of ^ ^ ( Τ ) , the ex
pression needs further experimental confirmation, which we are presently working 
at obtaining. We bring it here in order to point out its close similarity to the 
corresponding expression for the (three-body) rate constant for ozone formation 
[8]: KzoneformXT) = 6.0 ΙΟ" 3 4 {^)~ 2' 2 cm"9 s ' 1 . The thing to notice is the 
value of the exponent, which, within the quoted uncertainty (0.5), is the same 
as the one we have found for the scrambling rate constant. (Hippler et. al. [19] 
found 5.5 10"34 i^^)'26 c m " 9 s _ 1 f o r t h e i n t e r v a l 100-400 Κ with nitrogen as 
third body). 

A new attempt to calibrate 

We want here to describe a new but only partly succesful attempt to calibrate 
the microwave spectrometer measurements (not in our first paper [2]). The 
basic idea is the following. While the signal intensity of a given rotational line 
is proportional to the partial pressure of substance present (if care is taken to 
avoid saturation), then the proportionality constant is a function, not only of 
factors intrinsic to the molecule to which it belongs (its "theoretical line strength" 
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178 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

τ, that depends on the quantum numbers implied, the rotational constants of 
the molecule and on temperature), but also of factors having to do with the 
spectrometer. If the latter factors were independent of the wavelength of the 
microwave at which the absortion takes place, then this would not be a serious 
complication, since the intensity ratios would still be reliable. This unfortunately 
is not the case and this is what causes all the trouble - an example is shown in 
Table 3. 

However, since proportionality with partial pressure can be taken for granted, 
then we can still assign a definite constant to each absorption line, which is a 
measure of its intensity on our particular instrument. We shall call it the "specific 
line intensity" σ. 

The attempt we have made, to determine specific line intensities, consists 
in using 26 different isotopomer mixtures to collect information on σ/, using a 
least squares procedure. (We have used one absorption line for each isotopomer, 
therefore / = 1,2,... 6, also designates the 6 isotopomers, see the first 2 columns 
of Table 3.) 

The equations we solve are the following: 

η = έα*.«*ι; & = 1,2,...26 (14) 
i=i 

Yk is the total percentage present in mixture "k" and hence equal to 100% for all 
ky a,k,i is the intensity of the measured signal belonging to isotopomer "/". The 
six terms on the right hand side of each equation are therefore the percentages 
present of the six isotopomers. The results obtained are found in Table 3 

The correlation matrix of the fit reveals strong correlation between the pairs 
(02,03) and ( σ 4 , σ 5 ) : |correlation coefficients! > 0.995. This is the main reason 

Table 3: The 6 rotational lines used to assess the percentages of the pertinent 
isotopomers of ozone. The line assignments Qj are the asymmetric top quantum 
numbers J K _ ! , K + i f ° r the lower and upper state respectively. Frequencies v\ are 
in MHz. The theoretical line strength π are in units of (10~ 2° cm2 MHz) and 
the specific line intensities σ/, in units of (lineheigth/%), have both been given 
for comparison. The uncertainties on σι are given in parentheses. Note that the 
ratio 7 I / T 6 differs appreciably from σχΙσ$. In the absence of effects due to the 
spectrometer, the ratios should be equal. 

1 Isotop. Q( "I π σι 
1 OOO 19a.w -> 18 3 IIB 23859.67 0.2149 6.94(.13) 

2 OOQ 17a.ie -> 163,14 20076.27 0.2466 -10.1(10) 

3 OQO 23 3 > 2i -• 224 (i8 26040.29 0.2936 28.6(10) 

4 OQQ 182,17 -> 17 3,i4 24932.74 0.1694 25.9(8) 

5 QOQ 212,20 -> 20 3 ,i7 19270.82 0.3990 -14.17(15) 

6 QQQ 19 2 ,i8 - * 183,15 21022.42 0.4115 7.00(.15) 
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11. LARSEN ET AL. Isotopic Study of Mechanism of Ozone Formation 179 

for the unacceptably large uncertainties - or even wrong signs in two cases - of 
these four σ'β. The reason for the strong correlation is to be found in the limited 
variability of the implied four abundances. The fitting procedure is a weighted 
least squares method, (the equations have been given weigths reciprocal to the 
uncertainty of derived from those of the measured a*(/-values. The relative 
uncertainties are assumed to be 6% for all k for α*ι and 2% for α^/>2). So the 
fit cannot be characterised by a total rms, but the relative rms is close to 1 with 
our uncertainty estimates, as it should be. 

The obvious implication is that this calibration method cannot be used to 
determine the individual abundances of the symmetric/asymmetric forms of 50-
and 52-ozone. However, it may still be used to determine the total abundances 
of the isotopomers 48, 50, 52 and 54. This is in fact done when we calculate 
enhancements in the discussion. 

In conclusion the new method does not allow us to improve on our previous 
results, but it does make a comparison with other methods feasible, when only 
the total abundances are concerned, this is done in the discussion. 
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Chapter 12 

Negative-Ion Formation by Rydberg Electron 
Transfer 

Isotope-Dependent Rate Constants 

Howard S. Carman, Jr., Cornelius E. Klots, and Robert N. Compton 

Chemical Physics Section, Health and Safety Research Division, Oak Ridge 
National Laboratory, Oak Ridge, TN 37831-6125 

The formation of negative ions during collisions of rubidium atoms 
in selected ns and nd Rydberg states with carbon disulfide 
molecules has been studied for a range of effective principal 
quantum numbers (10 ≤ n* ≤ 25). For a narrow range of n* near 
n* = 17, rate constants for CS2- formation are found to depend 
upon the isotopic composition of the molecule, producing a 
negative ion isotope ratio (mass 78 to mass 76, amu) up to 10.5 
times larger than the natural abundance ratio of CS2 isotopes in the 
reagent. The isotope ratio is found to depend strongly upon the 
initial quantum state of the Rydberg atom and perhaps upon the 
collision energy and CS2 temperature. 

In recent years there has been rapid growth in the study of the properties and 
collision dynamics of atoms in highly excited (Rydberg) states ( i ) . Collisions 
involving these "Rydberg atoms" are important in many processes which occur 
in high-energy environments such as the interstellar medium, plasmas, and 
combustion flames. In addition to their importance in such processes, Rydberg 
atoms have also been recently used as tools in the laboratory to probe low-
energy electron-molecule interactions and, in particular, low energy electron 
attachment to molecules (2). In a recent publication (3) we reported an 
unusually large isotope dependence of rate constants for CS2* ion formation 
during collisions between Cs (ns, nd) Rydberg atoms and CS 2 molecules. For a 
narrow range of effective principal quantum number near n* = 17 we found that 
rate constants for formation of ^ S ^ C ^ S ' ions were up to 4.5 times greater than 
those for 3 2S l 2C? 2S" formation. Preliminary measurements using jet-cooled CS 2 

molecules suggested that the ratio of rate constants for the two isotopes was also 
dependent upon the CS 2 temperature (3). The origin of the isotope dependence, 
however, remains unexplained. In this paper we present the results of a recent 

0097-6156/92A)502-0181$06.00A) 
© 1992 American Chemical Society 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
8,

 1
99

2 
| d

oi
: 1

0.
10

21
/b

k-
19

92
-0

50
2.

ch
01

2



182 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

study of the isotope dependence of rate constants for CS 2 formation during 
collisions of Rb (ns, nd) Rydberg atoms with CS 2 molecules. 

Rydberg Electron Transfer (RET). Several unique properties of Rydberg atoms 
(summarized in Table I) make them quite useful as tools for probing low-energy 
electron-molecule interactions. When one electron in an atom is excited to an 
orbital of large principal quantum number, «, its average distance from the 
nucleus and inner electrons (together referred to as the "core") is much larger 
than the range of interaction between a charged particle and a neutral molecule. 

Table I. Properties of Hydrogen-like Rydberg Atoms 

Property 
n-depen-

dence n= l n=25 n=50 

Bohr radius 
r. (A) 

n \ 
0.53 331 1325 

rms velocity 
of electron 

v r m s (cm s 1) 
vjn 

2.2 χ 10s 8.8 χ 106 4.4 χ 10s 

binding 
energy 

E„ (eV) 
R/n 2 

13.6 2.2 χ ΙΟ"2 5.4 χ 10-3 

Therefore, during a collision between a highly excited Rydberg atom and a 
neutral molecule, the excited electron and the core behave as independent 
particles. The interaction between the Rydberg electron and a molecule is then 
essentially that of a free electron interacting with a molecule. This idea forms 
the basis for the "free electron model" which has been used to theoretically 
model Rydberg atom-molecule collisions (4,5). 

One advantage of using Rydberg atoms to probe electron-molecule 
interactions is that the root-mean-square velocity, v ^ , of the Rydberg electron 
decreases as η increases (see Table I). Thus at large n, it is possible to produce 
electrons with subthermal velocities, which is not feasible with alternative 
methods. Since the binding energy of the electron to the core also decreases 
rapidly as η increases (« 1/n3), it is easily removed from the atom during 
collisions and may attach to a colliding molecule, providing a method for studying 
very low-energy electron attachment processes. 

In general, for Rydberg electron transfer (RET) reactions of the type 

Ry(n,l) + AB - Ry* + AB' (1) 
- Ry* + A + B~ , 

it has been shown (2) that, for large values of η (η ζ 25), rate constants for 
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12. CARMAN ET AL. Negative-Ion Formation by Rydberg Electron Transfer 183 

negative ion production agree well with rate constants for free electron 
attachment and are in accord with the "free electron model." However, for lower 
values of n, the Rydberg electron and ion core no longer behave as independent 
particles and the "free electron model" is no longer applicable. In these cases, 
interactions between the nascent negative and positive (Rydberg core) ions 
formed by R E T become important and may greatly affect the rates for ion 
production (6-10). In particular, for thermal collision energies, the strong 
Coulombic attraction between the nascent positive and negative ions (which 
becomes more important at lower n) may prevent the ions from separating, 
resulting in a rapid decrease in the rate constants for ion production as η 
decreases (6-10). More interesting perhaps are several recent studies which have 
shown that such interactions may also lead to stabilization of negative ions which 
otherwise have very short autodetachment or dissociation lifetimes, including 
CS 2 (3,10,11), 0 2 (10,12), C H 3 N 0 2 (13) , HI (13), and DI (13). The CS 2 

molecule is especially interesting in this regard. 

Carbon Disulfide. The electron affinity of CS 2 is known to be positive and the 
CS2* ion has been observed by many workers using a variety of tech
niques (14-20). Using photodetachment electron spectroscopy, Oakes and 
Ellison (21) recently determined the electron affinity of CS 2 to be 0.895 ± 
0.020 eV. The neutral CS 2 molecule has the electronic configuration . . . 
(5σ & ) 2 (4σ ι 1 ) 2 (6σ ε ) 2 (5σ ϋ ) 2 (2π ϋ ) 4 (2π 8 ) 4 and is linear in its ' Σ β

+ ground state ( D ^ 
symmetry). The lowest unoccupied orbital of CS 2 is a doubly degenerate π„ 
orbital in the linear molecule. However, due to vibronic coupling (the Renner-
Teller effect), the degeneracy of the πΜ orbital is lifted as the molecule bends and 
it evolves into two nondegenerate orbitals (a t and bx) for the bent configuration 
(C3, symmetry) (22). The a t orbital is lowered in energy relative to the π„ orbital (23) 
and therefore the ground state of CS 2 ' is expected to be bent with a bond angle 
of -132° (24). A negative ion produced by capture of an electron into the π„ 
orbital will therefore be very short-lived (on the order of a bending vibrational 
period) unless energy is somehow removed from the ion to stabilize it in a bent 
configuration. Measurements of electron attachment rate constants for CS 2 in 
the presence of various buffer gases (25) are consistent with this notion. The 
measured attachment rates are well-described in terms of a two-step three-body 
(Bloch-Bradbury) attachment mechanism (25), 

e + CS^ ~* (2) 
C5;* + M - CS; + M + energy , 

where a third body (buffer gas, M) collisionally stabilizes the short-lived 
temporary negative ion. 

Several groups have previously studied Rydberg electron transfer to 
carbon disulfide (3,10,11). During collisions of Κ (nd) Rydberg atoms 
(10 < η < 20) with CS 2 , Kalamarides et al (11) observed production of both 
long-lived CS 2" ions and free electrons. These authors suggested that free 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
8,

 1
99

2 
| d

oi
: 1

0.
10

21
/b

k-
19

92
-0

50
2.

ch
01

2



184 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

electron production resulted from Rydberg electron capture into short-lived CS 2" 
states which underwent rapid autodetachment, as discussed above. The 
observation of long-lived CS 2" ions suggested that, for the intermediate values of 
η studied, a fraction of the nascent CS 2 ' ions may be stabilized by energy transfer 
with the Rydberg core before autodetachment occurs. Since the average Bohr 
radius of the Rydberg electron is proportional to n2 (see Table I) the nascent 
ions are formed in closer proximity at lower η and stabilization is expected to 
become more efficient. In this case the Rydberg core acts as a "built-in" third 
body during the collision. In accord with this hypothesis, the Rice group (11) 
found that rate constants for production of stable CS2* ions increased as η was 
decreased from 18 to 12. However, a significant fraction of the long-lived CS 2" 
ions were found to undergo field-induced detachment in moderate (1-3 k V cm*1) 
electric fields (11). These results suggested that perhaps more than one 
mechanism for production of long-lived ions was important and that ions in 
different electronic or vibrational states may be produced (11). Harth et al. (10) 
measured rate constants for both N e + and CS 2" formation during collisions 
between Ne (tis, nd) Rydberg atoms and CS 2 . For large values of the effective 
principal quantum number (η* * 25) they found that the rate constants for 
formation of long-lived CS2* ions were much smaller than those for N e + 

formation, indicating that CS 2 was indeed capturing the Rydberg electron but 
that the resulting negative ion was very short-lived. However as η was 
decreased, the rate constant for CS 2" production increased rapidly, becoming 
comparable to that for N e + formation for η < 25. These results provided further 
evidence that the nascent negative ions could be stabilized by energy transfer 
with the Rydberg core. 

Although these previous studies have provided some insight into the 
dynamics of CS 2" formation during R E T , the isotope dependence observed for 
production of CS2* is still not understood. Since it is clear from these previous 
studies that energy transfer between the negative ion and the Rydberg core are 
necessary for production of long-lived CS2* ions, we have studied the isotope 
dependence of CS 2 ' formation rates using rubidium Rydberg atoms, which have 
a core configuration different from that of cesium. 

Experimental 

The experimental apparatus has been described in detail previously (3,6) and is 
only briefly described here. Rubidium atoms in a collimated effusive beam 
(~240°C) were excited to ns and nd Rydberg levels in a field-free region (defined 
by two parallel mesh grids) by resonant two-photon absorption using the outputs 
of two independently tunable nitrogen-pumped dye lasers (Molectron). The first 
laser was fixed at the 5S - 5P 3 / 2 transition (780.2 nm) of atomic Rb while the 
second laser was tuned to a specific 5 ? ^ - nS or nD transition. The excited Rb 
beam was crossed at 90° with a beam of CS 2 containing naturally occurring 
isotopic abundances. Two different methods were used to produce the CS 2 

beam. A glass capillary array was used to produce an effusive beam (cw) of CS 2 

at room temperature. Alternatively, a pulsed nozzle expansion of neat CS 2 was 
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12. CARMAN ET Ah. Negative-1 on Formation by Rydberg Electron Transfer 185 

collimated to produce a pulsed beam of jet-cooled CS 2 . When using the pulsed 
nozzle (Lasertechnics), the time delay between the opening of the nozzle and the 
firing of the lasers could be varied in order to sample different regions of the gas 
pulse. In addition, the pulsed nozzle could be heated up to a temperature of 
~75°C. After the lasers were fired, collisions were allowed to occur for a 
specified time (typically 0.5 - 10 \is) after which a voltage pulse was applied to 
one of the grids to accelerate the positive or negative ions present in the collision 
zone into the drift tube of a 1.5 meter time-of-flight mass spectrometer 
(TOFMS). A t the exit of the T O F M S the ions were further accelerated into a 
dual microchannelplate multiplier and detected. The output signal from the 
multiplier was averaged over several hundred laser pulses and recorded using a 
200 M H z transient digitizer (DSP Technology) controlled by a laboratory 
computer (Compaq 286 DeskPro) via a C A M A C interface. Negative ion isotope 
ratios were determined by integrating each peak in the mass spectrum and 
determining the ratios of the peak areas. 

Typical negative ion mass spectra obtained following collisions of Rb (nd) 
Rydberg atoms with a room temperature effusive beam of CS 2 are shown in 
Figure 1. As was found previously for Cs Rydberg atoms (3), the ratio of the 
intensity for mass 78 ions to that for mass 76 ions is dependent upon the initial 
state of the Rydberg atom. The concentrations of the various CS 2 isotopes in the 
reagent gas are in the same proportion as their natural abundances. (This was 

Results 

72 76 80 84 

Mass (amu) 

Figure 1. Negative ion mass spectra obtained for several nd states 
of Rb with a room temperature effusive beam of CS 2 . The plots 
have been shifted vertically for clarity. 
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186 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

verified by an independent mass spectral analysis of the reagent sample). 
Therefore, ratios of negative ion intensities which differ from the natural 
abundance ratio indicate that the rate constants for CS 2" formation are different 
for CS 2 molecules of different isotopic composition. Figure 2 shows the negative 
ion intensity ratio, R = I(mass 78)/I(mass 76) as a function of the effective 
principal quantum number, n, for both the ns and nd states of Rb. For 
10 < η < 23, R deviates significantly from the value expected based upon the 
natural abundances of isotopes with these masses (R = 0.089). For η « 17, the 
rate constant for production of mass 78 ions is -4.8 times larger than that for 
production of mass 76 ions. The results shown in Figure 2 for Rb are nearly 
identical with our previous results for Cs (3), which were also obtained for a 
room-temperature effusive beam of CS 2 . 

As we mentioned in our previous report (3), the negative ion isotope 
ratios observed when CS 2 was expanded in a nozzle jet depended strongly upon 
the jet expansion conditions, suggesting that the isotope effect may depend upon 
either the internal temperature of the CS 2 or upon the collision energy (or both). 
We have previously demonstrated (6) that rate constants for negative ion 
formation during R E T are sensitive to the collision energy for Cs(n,/) - SF 6 

collisions. Our nozzle jet experiments with CS 2 were complicated, however, by 
the presence of CS 2 clusters in the jet which also capture Rydberg electrons to 
produce negative ions (26). Figures 3 and 4 show negative ion mass spectra 
obtained for the 18D state of Rb with a nozzle jet expansion of neat CS 2 and 
with different delay times, td, between the opening of the nozzle and the firing 

0.5 

0.4 

0.3 
en 

0.2 

0.1 

0.0 
5 10 15 20 25 30 

* 
η 

Figure 2. Negative ion intensity ratio, R, vs. n* for the fis (ο) and 
nd ( · ) states of Rb and an effusive beam of CS 2 . The dashed line 
shows the ratio expected based upon natural abundances. 
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12. CARMAN ET A L Negative-1 on Formation by Rydberg Electron Transfer 187 

of the lasers used to produce the Rydberg atoms. By varying td it was possible 
to sample regions of the jet expansion which had undergone differing amounts 
of collisional relaxation and cooling. Shorter delay times (Figure 4) sample the 
leading edge of the jet pulse where fewer collisions (and therefore less cooling 
and clustering) have occurred during the expansion. As can be seen in the 

Ό 

Ό C 
"οο 

Mass (amu) 

Figure 3. Negative ion mass spectrum obtained for the 18D state 
of Rb and a jet expansion of CS 2 (td = 350 (CS 2) n" ions (n=l-
4) are evident. Inset shows an expanded view near mass 76 and 
mass 78 peaks. 

ο c 
CP 
GO 

152 228 
Mass (amu) 

Figure 4. Negative ion mass spectrum obtained for the 18D state 
of Rb and a jet expansion of CS 2 (td = 210 \LS). Inset shows an 
expanded view near mass 76 and mass 78 peaks. 
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188 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

figures, the number of cluster ions observed depended strongly upon which 
region of the jet was being probed. It is interesting to note that the isotope 
ratio, R, also depended upon td: R = 0.68 and 0.47 for td = 210 ps and 350 μϊ> 
respectively. However, the fact that dissociative attachment to clusters of CS 2 

may also lead to CS 2" formation precludes any definitive correlation of R with the 
internal temperature of CS 2 . We cannot distinguish between CS 2" ions which 
have been formed by dissociative attachment to clusters and those formed 
directly by attachment to CS 2 . 

Negative ion mass spectra were also obtained for different temperatures 
of the pulsed nozzle, T n , while keeping td fixed (-250 μ$) such that no cluster 
ions were observed. Under these conditions, R was found to increase linearly 
from 0.55 at T n = 25°C to 0.88 at T n = 70°C for the 18D state of Rb. Figure 5 
shows a plot of R vs. / i * for T n = 70°C. Qualitatively, the results are similar to 
those obtained for a room temperature effusive beam of CS 2 . However, the 
maximum deviation of R from the natural abundance ratio is much larger for the 
70°C jet source than for the room temperature effusive source, reaching a 
maximum of 0.94 for η « 18. The rate constant for production of mass 78 ions 
is thus -10.5 times larger than that for production of mass 76 ions under these 
conditions. Comparison of Figures 2 and 5 suggests that, indeed, R is dependent 
upon either the collision energy or the internal energy of CS 2 . Unfortunately, 
direct measurements of the velocity distributions or the rotational and vibrational 
state populations of molecules in the jet were not possible at the time of these 
measurements. Such measurements will be necessary before any definitive 
conclusions can be reached about the effects of collision energy or C S 2 internal 
energies on the negative ion isotope ratios. Another test would be to vary the 
temperature of the effusive source, which produces a beam of molecules with 

1.0 

0.8 

0.6 

0.4 

0.2 

oo 

O.o l 1 « 1 « 1 
5 10 15 20 25 30 

π 
Figure 5. R vs. n* for the ns (o) and ;zd(#) states of Rb with C S 2 

expanded from a 70°C pulsed nozzle (ί ( 1=250μ5). The dashed line 
shows the ratio expected based upon natural abundances. 
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12. CARMAN ET AL. Negative-Ion Formation by Rydberg Electron Transfer 189 

well-characterized (Boltzmann) distributions of rotational, vibrational, and 
translational energies. However such a study was not possible with the effusive 
source used in these experiments. 

Discussion 

The fact that stable CS 2" ions can be produced by Rydberg electron capture but 
not by free electron capture is easily rationalized by invoking energy transfer 
between the nascent (short-lived) negative ion and the Rydberg core. The origin 
of the isotope dependence for the rates of CS 2" formation, however, remains a 
mystery. Although there are twenty stable isotopes of CS^ our sensitivity limits 
us to observations of the two most abundant isotopes: 3 2 S 1 2 C? 2 S (89.25% natural 
abundance) at mass 76 and 3 2 S 1 2 C 3 4 S (7.93% natural abundance) at mass 78. 
Two additional mass 78 isotopes exist ( 3 3 S 1 2 C 3 3 S, <0.01% and ^ " C 3 3 ^ 0.02%) 
but we assume, based upon the natural abundances, that 3 2 S 1 2 C 3 4 S is the only 
significant contributor to the signal at mass 78. 

Isotope effects for nonioninng processes involving Rydberg atoms have 
been previously reported (27,28). Gallagher et al (27) found that cross sections 
for quenching of the ns states of Na during collisions with C H 4 and C D 4 were 
strongly dependent upon η and that the η-dependence was different for the two 
molecules. The quenching cross sections were greatly enhanced by resonant 
electronic-to-vibrational energy transfer when the energy difference between two 
vibrational levels of the molecule was nearly equal to the energy difference 
between two electronic levels of Na. Since the vibrational level spacings for C H 4 

and C D 4 are different due to the isotopic substitution, the resonance energies for 
the two molecules are matched by different nl ^nV transitions of Na. Similar 
results were reported by Petitjean et al (28) for Rb(/w, nd) + N H 3 , N D 3 

collisions. While these studies demonstrated isotope effects for deexcitation 
(quenching) of Rydberg states, it is feasible that such effects may also occur for 
excitation (including ionization) of Rydberg atoms, whereby molecular rotational 
or vibrational energy is transferred to electronic energy of the atom. However, 
Kalamarides et al (11), based upon measurements of η-changing cross sections 
for K(nd)-CS2 collisions, concluded that transfer of molecular vibrational or 
rotational energy was insignificant for these collisions. Nevertheless it is quite 
interesting to note that, for η » 17 (where we observed the largest isotope 
effect), the electron binding energy for Rb (-380 cm*1) is very nearly equal to 
one quantum of energy for the bending vibration for CS 2 : ω2 = 395.99 cm*1 and 
395.08 c m 1 for 3 2 S 1 2 C 3 2 S and i2SnCMS, respectively (29). The total cross 
section for CS 2" formation also peaks near n* « 17 (3, 10). Since the ground 
state of CS 2 is linear and the ground state of CS 2" is bent, is seems likely that the 
bending vibration may play an important role in the electron capture process. 
However, due to the fact that the bending vibrational frequencies of the two 
isotopes are nearly equal, it seems unlikely that a resonant energy transfer 
mechanism involving the bending mode would produce the large isotope effect 
we observe. 

While chemical isotope effects in general are related to the mass of a 
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190 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

particle through its effect on the Hamiltonian for the system (kinetic isotope 
effect), several examples are known of isotope effects which arise due to parity 
or symmetry constraints and are not directly correlated with the mass difference 
of the isotopes. Several examples of such isotope effects are discussed elsewhere 
in this volume. Valentini (30) has recently shown that such parity and 
symmetry constraints may result in isotope-dependent selection rules for 
nonadiabatic transitions involving linear molecules which contain atoms with 
isotopes of zero nuclear spin located in two equivalent positions (e.g., C 0 2 , 
CS 2 ) . Specifically, he showed that when such molecules posses a Σ electronic 
state which is coupled via a nonadiabatic transition (curve crossing) with a state 
of nonzero electronic angular momentum (e.g., Π or A) , the nonadiabatic 
transition rate will be twice as great for non-symmetric molecules (different 
isotopes in equivalent positions) than for symmetric molecules (identical isotopes 
in equivalent positions). The basis for this isotope dependence lies in the 
selection rules associated with the parity of the rotational wave functions of the 
molecule (30). For the Σ state of the symmetric molecule, half of the rotational 
levels are missing due to the fact that their wave functions do not possess the 
required symmetry with respect to interchange of the identical boson nuclei. In 
contrast, all rotational states are allowed for the Σ state of the non-symmetric 
molecule and for the ηοη-Σ states of both the symmetric and the non-symmetric 
molecules. The dynamical effects of these symmetry-related selection rules were 
elegantly demonstrated by Valentini et al. (30,31) for the photodis
sociation of ozone. Similar selection rules may apply to collisions of Rydberg 
atoms with CS 2 . 

For the ! Σ + ground state of CS^ only even-J rotational states are allowed 
for the 3 2 S 1 2 C 3 2 S isotope whereas all J values are allowed for 32SnCMS. In its 
linear configuration, the ground state of the CS 2" ion has n u electronic symmetry 
with all J values allowed for both ^S^C^S* and ^ S ^ C 3 4 ^ . During a collision with 
a Rydberg atom, the rates for nonadiabatic transitions between states correlating 
with the neutral and ionic states of the CS 2 molecule may therefore be isotope-
dependent. However, the Rydberg atom-CS2 system is quite complex, with a 
number of intersecting potential energy surfaces. As a result, the system is 
difficult to model, especially when the vibrational motion of the molecule is 
considered. It is therefore not clear at present if symmetry-related dynamical 
constraints can account for the large isotope dependence observed for the rates 
of CS 2" formation. 

More than likely, several different factors are contributing to the isotope 
effect. As can be seen in Figures 2 and 5 and in Figure 1 of reference (5), the 
values of the negative ion isotope ratio, R, are consistently smaller for the ns 
states of the alkali atom compared to the nd states. This observation suggests 
that the symmetry of the Rydberg atom states must also be considered and that 
conservation of angular momentum for the total system may present dynamical 
constraints which are isotope-dependent. Further experimental and theoretical 
studies are necessary to provide more insight into the dynamics of these 
interesting reactions. Experiments with isotopically enriched C S 2 (especially of 
the symmetric and non-symmetric heavier isotopes) are currently being planned 
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12. CARMAN ET AL. Negative-1 on Formation by Rydberg Electron Transfer 191 

in our group. Also planned are experiments using stimulated emission pumping 
to prepare vibrationally and rotationally state-selected CS 2 molecules. Methods 
for determining the translational energy and state populations of CS 2 in the jet 
beam are currently being explored. 
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Chapter 13 

Isotope Effects in the Reactions of Atomic 
Ions with H2, D2, and HD 

Peter B. Armentrout 

Department of Chemistry, University of Utah, Salt Lake City, UT 84112 

Reactions of various atomic ions with H2, D2, and HD have 
been studied as a function of kinetic energy by using guided 
ion beam mass spectrometry. For exothermic reactions, the 
dependence on translational and rotational energy and the 
effect of angular momentum conservation are illustrated. For 
endothermic reactions, the observed behavior falls into 
several distinct groups (statistical, direct and impulsive) 
that can be used to characterize the potential energy 
surfaces for the reactions. The characteristic behavior of 
each of these groups is illustrated and then used to 
understand more complex reaction systems. 

Of a l l the systems where isotope effects might be observed, the 
simplest is that of atomic species with H2, D2, and HD, reactions 1-4. 

A* + Ho AH+ + H ( D 

A+ + D, 

A+ + HD — 

AD+ + D 

r- AH+ + D 

AD+ + H 

(2) 

(3) 

(4) 

In our laboratory, such reactions for the atomic ions of 44 different 
elements have now been studied (2). A wide variety of different types 
of reactivity are displayed by these systems, but several unifying 
themes are found. Among these are the observation that the inter-
molecular and intramolecular isotope effects f a l l into several distinct 
categories. Here, we illustrate such behavior and review i t s origins. 

A unique aspect of these studies is that the reactions are studied 
over a broad range of kinetic energies. The kinetic energy dependence 
provides a more complete evaluation of the origins of the isotope 
effects observed. It also allows the characterization of isotope 
effects for endothermic reactions, processes that have not been studied 
in as much detail as reactions accessible at thermal energies. 

0097-6156/92/0502-0194S06.00/0 
© 1992 American Chemical Society 
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13. ARMENTROUT Reactions of Atomic Ions with H2, D2, & HD 195 

We do not discuss charge transfer or dissociative charge transfer 
reactions of A+ with H2, D2, or HD, processes that can compete directly 
with reactions 1-4. For most elements, however, these reactions occur 
only at high energies (since the ionization energy of H2 exceeds that 
of A) and consequently are not influential in the reaction dynamics of 
reactions 1-4. This is also true in borderline cases such as A - Ar 
and Ν where we have studied these charge transfer channels (2,3). In 
only a few systems (A = He, Ne, and F) are the charge transfer 
processes strongly exothermic. In these cases, a complete 
understanding of the interactions of A+ with dihydrogen should include 
a consideration of the charge transfer processes (4). 

Experimental Method 

The experimental technique used in our laboratory to examine the 
reactions of atomic ions with hydrogen is guided ion beam tandem mass 
spectrometry, as detailed elsewhere (2). In this instrument, ions are 
formed in one of several available sources that enable the populations 
of different electronic states of the atomic ion to be manipulated. In 
a l l cases, the results discussed below correspond to a single 
electronic state, usually the ground state, of the atomic ion. These 
ions are extracted from the source and focused into a 60° magnetic 
sector for mass analysis. The mass-selected beam is decelerated to a 
kinetic energy that can vary from -0.05 eV to over 500 eV and is 
focused into an r f octopole ion beam guide (5) that passes through a 
c o l l i s i o n c e l l containing the neutral reactant. The c o l l i s i o n zone is 
designed so that reactions occur over a well-defined path length and at 
a pressure low enough that a l l products are the result of single ion-
neutral encounters, as verified by pressure dependence studies. The 
octopole helps ensure efficient collection of both product and reactant 
ions by containing them un t i l they are extracted and focused into a 
quadrupole mass f i l t e r . After mass analysis, ions are detected by 
using a secondary electron s c i n t i l l a t i o n ion detector (6) and counted 
by using standard pulse counting electronics. 

The absolute intensities of the reactant and product ions as a 
function of the ion kinetic energy in the laboratory frame are 
converted to absolute reaction cross sections as a function of the 
kinetic energy in the center-of-mass frame, σ(Ε), as described 
previously (2) . Conversion of the laboratory ion energy to the center-
of-mass frame energy involves a simple mass factor (except at very low 
energies where truncation of the ion beam must be accounted for) (2). 
The absolute zero of energy is determined by a retarding potential 
analysis that is f a c i l i t a t e d by the use of the octopole beam guide. 

Exothermic Reactions 

Intennolecular Isotope Effects. For most atomic ions, we find that the 
total cross sections for reactions 1, 2 and the sum of reactions 3 and 
4 are very similar, although small differences can be observed. For 
instance, when A+ - 0 +( AS) , the cross section for reaction 1 is 19% 
larger than that for reaction 2 and 12% larger than that for the sum of 
reactions 3 and 4 (7). While these differences do f a l l within our 
absolute experimental error of ±20%, they are reproducible and f a l l 
outside of our estimated relative error of ±5%. Such intermolecular 
isotope effects have not been explained. 
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196 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

A much more severe and interesting exception to the norm is the 
case where A+ - Kr +( 2P 3 / 2) (8). Here, the cross section for reaction 
1 is 43% larger than that for reaction 2 and 50% smaller than that for 
the sum of reactions 3 and 4. The origins of this unusual result are 
not well characterized although we speculate on several p o s s i b i l i t i e s 
elsewhere (8). 

Intramolecular Isotope Effects. Effect of Translational Energy. When 
reactions 3 and 4 are exothermic, the competition between them usually 
shows a f a i r l y strong dependence on translational energy. At low 
kinetic energies, the systems yield about 50 ± 10% of the AH+ product 
which then gradually increases with energy. The results for A+ - 0 +( 4S) 
shown in Figure 1 are typical (7). At higher energies, the behavior 
can be understood in terms of the models developed for endothermic 
reactions, as described below. 

As discussed in detail previously (7,9-12), the explanation for 
the intramolecular isotope effect observed at low energy l i e s in the 
fact that the attractive ion-induced dipole interaction exerts a torque 
on the HD molecule since the center of polarizability (which is at the 
center of the molecule) is displaced from the center of mass (which is 
nearer the D atom). This force rotates the H atom toward the incoming 
0 + ion, and thus H is more l i k e l y to be abstracted in the reaction. 
Detailed calculations by Dateo and Clary (12) verify this, as can be 
seen in Figure 1 by the good agreement between their theoretical and 
our experimental results. (Any deviations are within the experimental 
error in the energy scale.) Their results show that as the kinetic 
energy increases, the maximum impact parameter that can lead to a 
reactive c o l l i s i o n decreases; and as the impact parameter decreases, 
the torque exerted on the HD molecule increases, thereby enhancing the 
probability that hydrogen is abstracted. 

Orbital Angular Momentum Conservation. Above about 0.3 eV, the 
theoretical predictions no longer describe the experimental work, 
Figure 1. In addition, at about this same energy, the reaction cross 
sections for reactions 1-4 cease to follow the predictions of the 
Langevin-Gioumousis-Stevenson (LGS) model for ion-molecule reactions 
(13), namely a L G S - πβ(2α/£) 1 / 2, where e is the charge on the electron, 
α i s the polarizability of the neutral reactant, and Ε is the kinetic 
energy of the reactants. We have shown that these deviations can be 
explained in terms of the conservation of orbital angular momentum 
(which couples the entrance and exit channels) (7). Such an exit 
channel effect was not included in the theoretical calculations. 

To see the origins of this effect, we consider the general case 
where reactants with relative velocity ν and reduced mass μ evolve to 
products with similar quantities denoted by primes. The orbital 
angular momentum of the reactants is L - μvb - (2μΕ)1/2& and that for 
the products is L' - (2μ'Ε')1/2ά', where b is the impact parameter. For 
hyperthermal kinetic energies, the rotational angular momentum of the 
reactants, J, is small compared with L. As a f i r s t approximation, we 
further assume that the rotational angular momentum of the products, 
J', is also small, and consequently, angular momentum conservation 
requires that L « L'. This leads to the relationship that b ~ 
b ' (μ'£'/>£) 1 / 2, and thus to an expression for the reaction cross 
section, σχ - π5 2 « π&' 2(μΈ'/μΕ) , or upon applying the LGS criterion 
for reaction in the exit channel, σ χ - πβ(2α'/Ε')1,2(μ'Ε'/μΕ). 
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ARMENTROUT Reactions of Atomic Ions with H2, D2, & HD 197 

ENERGY (QV. Lab) 

ENERGY (eV. CM) 

Figure 1. Fraction of 0H+ formed in reactions 3 and 4 (f(OH+) -
σ(3)/[σ(3) + σ(4)]) with A+ - 0 +( 4S) as a function of kinetic 
energy in the lab frame (upper axis) and center-of-mass frame 
(lower axis) for HD temperatures of 305 Κ (open circles) and 105 
Κ (closed squares). The dashed lines are calculated values from 
ref. 12 and the solid lines are the calculated values convoluted 
over the experimental energy distribution. Reproduced with 
permission from ref. 16. Copyright 1990. Elsevier Science 
Publishers 
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198 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

We now need to address whether the reaction cross section is 
limited by σ χ or by aLGS. Comparison of these two expressions shows 
that <7X is the smaller of the two as long as (α Έ '/aE)1/2(μ ' / μ) < 1. 
For reactions 1-4, μ' (which is approximately the mass of the neutral 
product, Η or D) is necessarily less than μ (which is approximately the 
mass of the neutral reactant, H2, D2 or HD) , and a'(H,D) ~ 0.67 À 3 

(24) is slightly less than a(H2,D2,HD) ~ 0.80 À 3 (15), such that 
these terms favor a reaction cross section limited by σχ. Physically, 
this result indicates that because the products of reactions 1-4 have 
smaller pola r i z a b i l i t i e s and reduced masses than the reactants, i t is 
d i f f i c u l t for the products to conserve orbital angular momentum. The 
only way that this restriction can be overcome is i f the (E'/E) term in 
the inequality is large enough to overcome the factors introduced by 
the p o l a r i z a b i l i t i e s and reduced masses. This is possible for 
exothermic reactions since the maximum value of E' is simply Ε + AH, 
where AH is the exothermicity, and thus, (E'/E) - 1 + AH/E. 

At this point, the results of this analysis are most readily seen 
by considering a specific system, such as the reaction of 0 + + H2 which 
is exothermic by 0.54 eV. Here, μ - 1.79 amu and μ' - 0.95 amu, such 
that (α'/α)1,2(μ'/μ) -= 0.49. Substituting these various quantities into 
the inequality above, we find that the cross section is limited by a L G S 

when Ε < 0.17 eV and by σ χ above this energy. For reactions 2-4, 
similar limits ranging from 0.12 to 0.43 eV are obtained (7). These 
predictions are in qualitative agreement with the observations that 
above these energies the cross sections for reactions 1-4 f a l l below 
^ G S (7) and the theory of Dateo and Clary no longer accurately models 
the branching ratio, Figure 1. 

Effect of Rotational Energy. One interesting observation that we 
have made recently is a direct comparison of the effects of rotational 
and translational energy on the branching ratio in reactions 3 and 4 
when A+ - 0+(*S) (16). In our experiments, the rotational energy of 
the HD reactant is changed by altering i t s equilibrium temperature. 
Figure 1 shows that higher rotational energy results in a decrease in 
the fraction of 0H+ produced, exactly the opposite effect that 
increased kinetic energy has. As demonstrated by the calculations of 
Dateo and Clary, this is because the orientation effect discussed above 
is stronger for lower rotational states, and thus stronger at lower HD 
temperatures. 

Endothermic Reactions 

While fewer studies of the isotope effects of endothermic reactions 
have been made, our studies of reactions 1-4 have actually concentrated 
on such processes, which are simpler to understand in many respects 
than exothermic reactions. Effects due to zero point energy 
differences are readily observed and we find that the isotope effects 
for many atomic ions that undergo endothermic reactions 1-4 f a l l into 
one of three broad categories: s t a t i s t i c a l , direct, or impulsive 
behavior. These are outlined and illustrated below. 

Zero Point Energy Effects. In a l l cases that we have studied where 
reactions 1-4 are endothermic, i t is possible to measure the 
consequences of the different endothermicities of reactions 1-4. These 
differences arise due to the zero point energy differences between H2, 
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13. ARMENTROUT Reactions of Atomic Ions with H2, D2, & HD 199 

D2, HD, AH+ and AD+. These differences are such that D°(D2) = D°(H2) 
+ 77 meV and D°(HD) = D°(H2) + 35 meV. For most A+, D°(AD+) ~ D°(AH+) 
+ 45 ± 10 meV. An example where the effect that this has on the 
reaction cross section is noticeable is the near-thermoneutral reaction 
of N*(3P) . In this system, reaction 1 is believed to be endothermic by 
18 ± 2 meV at 0 Κ (17,18). Reactions 2-4 are therefore endothermic 
by 46, 54, and 4 meV, respectively. Our results for these four 
reactions are shown in Figure 2 (3) . These cross sections do not 
exhibit explicit thresholds at the calculated endothermicities because 
there are also contributions to the energy from rotation of the 
hydrogen molecules and the translational energy distributions of both 
reactants. However, i t can be seen that the two reactions for which 
the endothermicities are relatively low have cross sections that vary 
approximately as E" 1 / 2 (and hence are nearly linear on this log-log 
plot), while the two reactions that have higher endothermicities have 
cross sections that increase less rapidly as the kinetic energy is 
decreased. (For a more detailed characterization of these reaction 
cross sections, see reference 3.) This behavior is a direct 
consequence of the different endothermicities of these four reactions. 

S t a t i s t i c a l Behavior. A good example of one type of isotopic behavior 
is provided by S i + (and other group 14 atomic ions as well). Figure 3 
shows results for reaction of ground state Si +( 2P) with D2 and HD. The 
reaction is known to be endothermic by about 1.25 eV, consistent with 
the observed threshold (19). (For reactions 1-4, sharp features in 
the cross sections like the threshold are broadened by the kinetic 
energy distributions of both reactants. The effects of this broadening 
can be accounted for ex p l i c i t l y (2) , thus revealing a true threshold in 
excellent agreement with literature thermochemistry.) Cross sections 
for reactions 1 and 2 have similar energy dependences and absolute 
magnitudes (within -20%). Overall, the intermolecular isotope effects 
are small. In the HD system, the branching ratio between reactions 3 
and 4 is nearly 1:1 at lower energies, but reaction 3 clearly dominates 
at the higher energies where the cross section declines, Figure 3. 
Table I l i s t s other atomic ions that exhibit such s t a t i s t i c a l behavior. 

Low Energies. The observation that reactions 3 and 4 have similar 
cross sections at low kinetic energies is the effect expected for a 
s t a t i s t i c a l l y behaved system, i.e. i f a l l degrees of freedom are in 
equilibrium. This can be seen by examining the density of states for 
the products of reactions 3 versus 4. The following arguments presume 
that the mass of A greatly exceeds the mass of Η and D, a reasonable 
approximation for a l l but the lightest elements. For vibrations, the 
density of states in the classical limit is l/ϋω. Since ω oc l/m1/2, 
where m is the reduced mass of the diatomic product [m(AD+) « 2 and 
m(AH+) « 1], this favors AD+ by a factor of 2 1 / 2. The classical density 
of rotational states is 1/hcB where Β α 1/m such that AD+ is favored by 
a factor of 2. The density of translational states is proportional to 
μ3/2, where μ is the reduced mass of the reactant or product channel 
[/i(AD+ + Η) « 1 while μ(ΑΗ+ + D) - 2] . This favors AH+ by a factor of 
2 3 / 2. Overall, these factors cancel such that the classical s t a t i s t i c a l 
isotope effect is about 1:1 formation of AH+ and AD+. While this simple 
treatment ignores quantum effects, i t does capture the essence of a 
s t a t i s t i c a l l y behaved system as verified by more detailed calculations 
using classical phase space theory (20). 
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Figure 2. Cross sections for reactions 1-4 with A+ - N+(3P) as 
a function of the ion kinetic energy in the center-of-mass 
frame. 
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Figure 3. Cross sections for reactions 2-4 with A+ - Si +( 2P) as 
a function of the ion kinetic energy in the center-of-mass 
frame. Arrows indicate the bond dissociation energies of D2 and 
HD at -4.5 eV. 
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202 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Table I. Characteristic HD Intramolecular Isotope Effects 

Category11 Reactant Ions 

Exothermic 0 V S ) , b F V P ) , C Ar +( 2P), d Kr +( 2P) e 

S t a t i s t i c a l C +( 2P), f Si +( 2P),* Ge +( 2P), h Sn +( 2P), h T i V F ) , 1 V +( 5D)J 

Direct Ca +( 2S), k T i + ( 2 F ) , i V +( 3F),J Cr +( AD, AG), 1 Mn+(5S,5D)m 

Fe +(*F), n Co+(3F),° Ni+(2D),° CuVS)° 

Impulsive He+(2P),P Ne+(2P),P Xe +( 2P) q 

Mn +( 7S), m Fe +( 6D), n Ni+(*F),° Zn +( 2S) k 

Mixed B^S),* 1 hl+CS)* N+(3?),r P +( 3P), h S +( AS), S C r V S ) 1 

aSee text for definitions. bRef. 7. cLin, K.-C; Cotter, R. J.; 
Koski, W. S. J. Chem. Phys. 1974, 61, 905. dRef. 2. eRef. 8. 
fRef. 21. RRef. 19. hRef. 1. ^ l k i n d , J. L. ; Armentrout, P. Β. Int. 
J. Mass Spectrom. Ion Processes 1988, 83, 259. jRef. 27. kRef. 25. 
LElkind, J. L. ; Armentrout, P. B. J. Chem. Phys. 1987, 86, 1868. 
mElkind, J. L. ; Armentrout, P. B. J. Chem. Phys. 1986, 84, 4862. 
nElkind, J. L. ; Armentrout, P. B. J. Phys. Chem. 1986, 90, 5736. 
°Elkind, J. L.; Armentrout, P. B. J. Phys. Chem. 1986, 90, 6576. 
pErvin, Κ. M.; Armentrout, P. B. J. Chem. Phys. 1987, 86, 6240. 
<*Ref. 30. rRef. 3. sRef. 32. 

In general, we have observed s t a t i s t i c a l behavior when the 
generation of a stable AH2

+ species is feasible; that i s , when the 
reaction occurs via insertion of A+ into the H2 bond. The comparison 
between C+ and S i + serves to illustrate the range of AH2

+ s t a b i l i t i e s 
that s t i l l allow s t a t i s t i c a l behavior. In the case of C+, reactions 
1-4 are endothermic by only -0.4 eV and the CH2

+ intermediate l i e s in 
a potential well that is very deep, 4.3 eV below the reactants (21). 
Such a situation clearly can lead to a long-lived AH2

+ intermediate, as 
also demonstrated by crossed beam studies (22). In contrast, 
reactions 1-4 with S i + are endothermic by -1.25 eV and the SiH 2

+ 

potential well is only -0.8 eV deep (23). Such conditions may not 
lead to an intermediate that survives for a rotational period, but the 
s t a t i s t i c a l behavior shown in Figure 3 demonstrates that energy 
randomization occurs in such a system nevertheless. 

Clearly, as the potential well for the intermediate becomes 
shallower or as the endothermicity increases, the a b i l i t y for such 
randomization to occur must decrease and eventually disappear. The 
energy regions in which this shift from s t a t i s t i c a l to alternate types 
of behavior occurs have not been adequately characterized, although we 
have found that reactions of Ge+ and Sn+, endothermic by -1.6 and -2.3 
eV, respectively, s t i l l exhibit s t a t i s t i c a l intramolecular isotope 
behavior (24). 

High Energies. The cross sections for reactions 1-4 decline at 
higher energies due to dissociation of the product ion in process 5. 
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13. ARMENTROUT Reactions of Atomic Ions with H2, D2, & HD 203 

A+ + H2 ( D 2 , HD) — A+ + H ( D ) + H ( D ) (5) 

This dissociation can begin at the bond energy of the hydrogen 
molecule, D°(H 2) - 4.5 eV, and occurs when the product diatom has more 
internal energy than i t s bond dissociation energy. Differences in the 
density of states of the two product ions can again be used to explain 
why the cross section for SiD + decreases more rapidly than that for 
SiH +. A s t a t i s t i c a l distribution of energies between translation and 
internal degrees of freedom places more energy in internal modes of 
SiD + than in SiH +, and thus the probability of i t s dissociation is 
relatively higher at any given c o l l i s i o n energy. 

Direct Behavior. A different type of isotope effect is illustrated by 
the reactions of Ca +( 2S) . Figure 4 shows results for reaction of this 
ion with H2 and HD (25). While the thermochemistry of CaH+ is not 
well-established, the observed reaction threshold is at an energy 
consistent with theoretical calculations (26). Overall, inter-
molecular isotope effects are small since cross sections for reactions 
1 and 2 have similar energy dependences and absolute magnitudes (within 
-20%). In contrast to a s t a t i s t i c a l 1:1 branching ratio between 
reactions 3 and 4, this system exhibits a branching ratio that is close 
to 4:1 u n t i l D°(HD) where i t increases further (consistent with the 
high energy behavior discussed above). Table I l i s t s other atomic ions 
that show similar behavior, typically with process 3 being favored by 
a factor of 3-4. In general, such direct behavior is observed when 
generation of a stable AH2

+ species is not feasible, but rather, the 
reaction occurs via abstraction of H from H2 by A+. 

The analysis of s t a t i s t i c a l behavior showed that the internal 
density of states favors process 4. Thus, instead of assuming that the 
internal and translational degrees of freedom equilibrate f u l l y , we 
assume that the reaction is no longer sensitive to the density of 
internal energy states. This would be true i f the reaction were not 
long-lived, but direct. According to the analysis above, the 
translational density of states favors production of AH+ by a factor of 
2 3 / 2 - 2.8, consistent with the experimentally observed branching ratio. 
The reason that these reactions continue to be sensitive to the 
translational but not the internal density of states can be understood 
by again considering the consequences of angular momentum conservation. 

Orbital Angular Momentum Conservation. An alternative way of 
thinking about the intramolecular isotope effect observed for direct 
reactions is in terms of orbital angular momentum conservation 
(27-29). As found above, these arguments lead to an expression for 
the reaction cross section, σχ, that becomes the limiting cross section 
i f (OL'E '/αΕ)1,2(μ '/μ) < 1. As noted above, a' and μ' are less than α 
and μ for reactions 1-4, and i f the reactions are endothermic, then E' 
must be less than E. Thus, for endothermic reactions, the inequality 
is true at a l l kinetic energies, and therefore the entrance channel 
impact parameter that can lead to products is always limited by angular 
momentum conservation in the exit channel. 

This result can now be used to predict the intramolecular isotope 
effect for reaction of A+ with HD. The ratio of the cross sections for 
reactions 3 and 4 (indicated by single and double primes, respectively) 
is given by a(AH+)/a(AD+) - σχ'/σχ" - (α'Ε'/α"Ε") 1 / 2(μ'/μ") . Since α'(Η) 
« Q " ( D ) and μ' « 2μ", σ'/σ" « 2(Ε'/Ε")112. The ratio E'/E" can 
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204 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

0.0 1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 9.0 10.0 

ENERGY (eV. CM) 

0.20 h 
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Figure 4. Cross sections for reactions 1, 3, and 4 with A+ -
Ca +( 2S) as a function of the ion kinetic energy in the center-
of -mass frame. Adapted from ref. 25. 
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13· ARMENTROUT Reactions of Atomic Ions with H2, D2, & HD 205 

conceivably range from -1 ( i f the energy release is the same for both 
channels) to -2.8 ( i f energy of the products tracks with the density of 
translational states). (Experimentally, the observation that the CaD+ 

cross section declines more rapidly at higher energies than the CaH+ 

cross section directly shows that E' > E" . ) Thus, the branching ratio 
in the threshold region is predicted to range between 2 and 3.4, again 
consistent with experimental observation. 

Impulsive Behavior. A third class of intramolecular isotope effect is 
illustrated by the reaction of Xe +( 2P 3 / 2) (30). Results for reactions 
1 and 2 have similar energy dependences and absolute magnitudes (within 
-20%), but the results for reactions 3 and 4 are clearly different, 
Figure 5. The threshold and peak energies for reaction 4 are lower 
than those for reactions 1 and 2, while these energies are higher for 
reaction 3. The magnitude of the cross section for reaction 4 is 
larger than half those for reactions 1 and 2, while that for reaction 
3 is quite small. Thus, in contrast to the results for s t a t i s t i c a l and 
direct behavior, there are strong intermolecular isotope effects. While 
this behavior is unusual, i t is not an uncommon one for reactions 1-4 
as shown in Table I. We find that this behavior is characteristic of 
ions that are expected to have largely repulsive interactions with H2. 

A simple model that explains this isotopic behavior is an 
impulsive model. In the limit of a hard-sphere type of reaction, the 
c o l l i s i o n w i l l be a "pairwise" one between A+ and closest atom of H2, 
D2, or HD. Thus, the energy relevant to reactions 1-4 is not the 
center-of-mass (CM) energy (relevant when the interation is between A+ 

and the entire hydrogen molecule) but a pairwise interaction energy. 
In the CM system, the energy available to cause chemical change is the 
relative kinetic energy between the incoming atom (having mass A) and 
the reactant molecule BC (having mass Β + C). Hence, E(CM) - E(lab)· 
(B + C)/(A + Β + C) where Ε(lab) is the ion energy in the laboratory 
frame (and the molecule is stationary in the lab frame) . In a pairwise 
interaction, A is sensitive only to the potential between A and the 
atom Β which is transferred in reactions 1-4. Hence, the pairwise 
energy for transfer of Β from molecule BC, given by equation 6, 

E(pair) - E(lab)-B/(A + B) - E(CM)(A + Β + C)B/(B + C)(A + B) (6) 

is always less than the energy available in the CM frame. For 
situations like reactions 1-4 where A » Β or C, E(pair) « 
E(CM)-B/(B + C) . For reactions where BC - H2 or D2, the mass factor 
B/(B + C) is 1/2; for BC - HD, i t is 1/3; and for BC - DH, i t is 2/3. 

For the example of Xe+, reactions 1-4 have endothermicities of 
-0.9 eV (30). Thus, in reaction with H2 or D2, the pairwise threshold 
and dissociation energies w i l l occur at approximately twice the CM 
energies, 1.8 and 9.0 eV, respectively. It can be seen in Figure 5 
that these energies are close to the observed threshold and somewhat 
above the maximum in the cross section for reaction 2. For reaction 4, 
the threshold and dissociation energies are predicted to shift up from 
the CM energies by 50%, to 1.3 and 6.8 eV, respectively, again in rough 
agreement with the experimental cross section, Figure 5. For reaction 
3, the shift is now a factor of 3 such that the predicted threshold and 
dissociation energies are 2.7 and 13.3 eV, respectively. These 
energies describe the second feature in the cross section most closely, 
and thus we have attributed the small low energy feature to reaction 
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Figure 5. Cross sections for reactions 2-4 with A+ - Xe+ as a 
function of the ion kinetic energy in the center-of-mass frame. 
The reactivity shown is due primarily to Xe +( 2P 3 / 2) . Arrows 
indicate the thresholds and dissociation energies predicted by 
the pairwise model for a l l three reactions, see text. Adapted 
from ref. 30. 
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13. ARMENTROUT Reactions of Atomic Ions with H2, D2, & HD 207 

occuring via a non-impulsive pathway (30). while the absolute energy 
predictions of the impulsive model do not correspond directly with 
observation, the pairwise scheme readily explains the relative shifts 
in the thresholds and dissociation energies observed for the H2, HD and 
D2 systems, and suggests that the enhanced production of AD+ in process 
4 is due the much lower threshold for this reaction compared to that 
for reaction 3. 

The pairwise energy frame may be familiar to some as the spectator 
stripping model (SSM) (31). The SSM is a highly specific example of 
a model which incorporates the pairwise energy concept. The difference 
is that the SSM assumes there is no momentum transfer to the product 
atom C, while the more general pairwise model allows such transfer. As 
a consequence, the SSM makes very specific predictions about the 
velocity and internal energy of the products, while the pairwise model 
allows for distributions of these quantities. The latter, not 
surprisingly, corresponds more closely to observation. As shown above, 
the extremely useful concept of a pairwise energy scale can easily be 
derived without the severe assumption made in the SSM. 

Mixed Behavior. While the reactions of many atomic ions f a l l nicely 
into the categories described above, we have observed a number of 
systems that exhibit mixtures of these behaviors, Table I. An example 
that we have recently studied is the reactions of S +( 4S) (32) . This 
species is isovalent with 0 +( 4S) , but now reaction 1 is endothermic by 
0.92 eV. As shown in Figure 6, the cross section for reaction 2 has 
two features (as does that for reaction 1). The f i r s t begins promptly 
at the thermodynamic threshold. When HD is the reactant, the f i r s t 
feature does not shift in energy and exhibits a s t a t i s t i c a l branching 
ratio between SH+ and SD+. The second, higher energy feature, however, 
does shift in energy and clearly favors formation of SD+, results that 
correspond to an impulsive mechanism. The threshold and dissociation 
energies predicted by the impulsive model (calculated as for the Xe+ 

example above) are indicated in Figure 6. It can be seen that the 
predictions match the shifts observed in the experimental cross 
sections reasonably well. 

These results indicate that the reaction must pass through a 
stable SH2

+ intermediate at low energy. However, this species has a 2B X 

ground state and therefore its formation from S +( AS) + H 2( 1Z g
+) is spin-

forbidden. This explains the relative inefficiency of this pathway. 
The second feature in the cross section can then be assigned to 
reaction proceeding along a spin-allowed but relatively repulsive 
potential energy surface. Ab i n i t i o calculations on this system 
confirm these qualitative ideas concerning the potential energy 
surfaces (32). 
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Figure 6. Cross sections for reactions 2-4 with A+ - S+(*S) as 
a function of the ion kinetic energy in the center-of-mass 
frame. Arrows indicate the thermodynamic thresholds at -0.9 eV, 
and the thresholds and dissociation energies predicted by the 
pairwise model for a l l three reactions, see text. Adapted from 
ref. 32. 
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Chapter 14 

Non-Mass-Dependent Isotope Effects 
in the Formation of O4+ 

Evidence for a Symmetry Restriction 

K. S. Griffith and Gregory I. Gellene 

Department of Chemistry and Biochemistry, University of Notre Dame, 
Notre Dame, IN 46556 

Non-mass dependent isotopic enrichment of 17O and 18O has been 
observed mass spectrometrically in O4+ ions produced by termolecular 
association reactions of O2+ and O2 where the O2+ was generated by 
electron ionization of O2. The enhancement is strongly dependent on 
the energy of the ionizing electrons, decreasing from a near ten-fold 
enhancement at threshold for O2+ production to no enhancement above 
40 eV. Additionally, O2+ generated near threshold was found to be 
significantly less efficient in producing O4+ than O2+ ions generated at 
higher energies. A permutation inversion symmetry analysis of the 
termolecular association reaction suggests that the results can be 
understood in terms of a symmetry restriction on the O2+(2Πg) rotational 
states which can efficiently access the electronic ground state of O4+ 
upon collisions with O2. The restriction is rooted in the Pauli principle 
and vanishes when the O2+ ion is isotopically heteronuclear. The 
possible relevance of the non-mass dependent isotope enhancement in 
O4+ to similar enhancements found in stratospheric and laboratory
-produced ozone is discussed. 

Motivated by relevance to interstellar and upper atmosphere chemistry, termolecular 
association reactions producing O4 have been the subject of experimental and 
theoretical investigations for almost thirty years. In 1963, Curran (7) investigated the 
effect of O2 pressure and ionizing electron energy on the rate of O4 production and 
found the results to be consistent with the two step mechanism: 

02 + e- -» O2 +2e- (la) 
Ο2+2Ο2 -> Ο4+Ο2 (lb) 

Surprisingly, the appearance potential of O4 was found to be 16.9±0.1 eV, almost 
5 eV greater than that of ground state O2. On the basis of this observation Curran 

0097-6156/92/0502-0210S06.00/0 
© 1992 American Chemical Society 
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14. GRIFFITH & GELLENE Non-Mass-Dependent Isotope Effects 211 

suggested a role for the metastable a 4 n u electronic state of O2 in reaction (lb), 
although no consideration was given to the origin of the unusual requirement of 
electronic excitation for the production of a cluster ion. Unfortunately, no notice of the 
O4 appearance potential seems to have been taken by other workers in subsequent 
kinetic studies of reaction (lb) leaving the detailed nature of the apparent electronic 
energy requirement unknown. 

In 1973 Conway and Janik (2) using high pressure mass spectrometry 
determined the Ο2--Ο2 bond energy to be 0.457±0.005 eV with respect to θ2(Χ 3Σ^) 
and 02 (X 2 n g ) . Similar studies by Kebarle et. al. (3,4) and a photoionization study (5) 
confirmed this result. Until recently, this was the only experimental information 
available for O4. However, within the last two years ESR and IR spectroscopic data 
have been obtained for matrix isolated O4. The ESR spectrum provided clear evidence 
for the quartet nature of the ground state (6) and the IR spectrum was found to be 
compatible with a C2h structure (7) in agreement with theoretical predictions (8). 
Taken together these results indicate a 4 B U electronic ground state for O4 (8). 

Kebarle et. al. (3,4) also determined the termolecular association rate (kib) over 
the range of 90 - 340K and found an inverse temperature dependence described by kib 
= C T _ n with η = 3.2. Bôhringer et. al. (9) extended the kinetic measurements to 51K 
and observed a marked deviation from the T" n proportionality below 80 Κ with kib 
leveling off and perhaps decreasing at the lowest temperatures investigated. This result 
prompted speculation about the existence of energetic barriers to ion-molecule 
association reactions (10,11) and incomplete energy randomization (12) as the origin of 
the maximum in kib as Τ is decreased. Interestingly, no deviation from the T _ n 

proportionality was observed with He as the third body (13) as in: 

Rowe et.al. (14) further extended the kinetic measurements to 20 Κ using O2 as the 
third body, and although only lower limits to kib could be measured below 50 K, they 
found no evidence for a rate maximum at low temperature. In all of these kinetic 
studies, O2 was produced by electron ionization (EI) under conditions where the a 4 n u 

state would be readily produced and thus these studies do not address the origin of the 
electronic energy requirement identified by Curran (7). However, it can be noted that 
the electronic energy of the a 4 n u state is almost ten times the cluster binding energy 
making unlikely the termolecular association reaction: 

Very recently, Smith et. al. (15) have determined kib o v e r t n e temperature 
range of 4 - 20 Κ using a free jet expansion technique. They found that all of the 
available kinetic data for reaction lb could be well described by the expression 
kib = C Τ " 1 · 8 1 (4 Κ < Τ < 300 Κ) and confirmed the conclusions of Rowe et. al. 
(14) that there was no evidence for either a deviation from the inverse temperature rule 
or an energetic barrier to association. The work by Smith et. al. differed from the 
previous kinetic studies in that the O2 ion was produced by a resonance-enhanced 
multiphoton ionization (REMPI) scheme which is known to produce only electronic 

0 2 + 0 2 + He -> 04+He (2) 

02(a 4 n u ) + 2 0 2 -> Ο 4 + Ο 2 (3) 
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212 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

ground state ions (16). Thus the results of Smith et. al. can be compatible with those 
of Curran only if REMPI and near threshold EI produce ion state populations which 
differ in some critical aspect affecting the kinetics of reaction lb and this difference is 
preserved in "thermalizing" collisions of the ions. 

The present work addresses this question by reexamining the threshold EI 
production of O4 paying particular attention to the production of cluster ions containing 
a single 1 7 0 or 1 8 0 atom from O2 molecules with a natural abundance isotopic 
distribution (0.037% and 0.204% respectively). The results confirm the apparent 
enhanced clustering reactivity for the a 4 ^ ion and most significantly indicate a non-
mass dependent kinetic isotope effect for 1 7 0 and 1 8 0 which approaches an order of 
magnitude near threshold for O2 production (-12 eV). The results are interpreted in 
terms of a Pauli principle based symmetry restriction which allows only J-S = odd 
states of 3 2 θ 2 ( 2Ôg) ion to cluster efficiently. A direct implication of the present work 
is that threshold EI of θ2( 3 Σ^) has a strong propensity to produce J-S = even ions 
which are not readily interconverted to J-S = odd by collisions with O2. 

Experimental 

O2 ions were produced by EI of room temperature neat O2 at an ion source pressure of 
0.75 Torr. It is known that EI of O2 produces vibrationally excited X 2 n g ions (17) as 
well as vibronically excited metastable a 4 I l u ions. The efficiency of the latter process 
increases with ionizing electron energy and can account for as much as 50% of the ions 
at 80 eV (18). The O2 ions have an ion source residence time of 0.3 - 0.4 |is in these 
experiments which allows for approximately 5-7 "thermalizing" collisions with O2 
assuming a Langevin collisional cross section. This is sufficient to ensure that more 
than 90% of X 2 n g , ν = 1,2 and a 4 n u excited ions have been relaxed to the X 2 n g , 
ν = 0 state (17,19). Because of the efficient collisional relaxation of the a 4 n u state, 
termolecular association reactions of O2 ions increasingly involve ions originally 
produced in the a 4 n u state as the electron energy is increased. Ions exiting the source 
were accelerated through 5 keV, magnetically mass resolved, and detected by a 
Channeltron electron multiplier operating in a single ion counting mode. 

The ionizing electrons were produced from a hot Re filament located external to 
the ion source with total electron emission current regulated. The ionizing energy (Ee) 
was taken to be the nominal voltage difference between the filament and the source. 
Because the experimental emphasis was not on obtaining accurate appearance potential 
measurements, the actual electron energy distribution was not determined. 
Nevertheless, the distribution could not have been excessively wide because no ion 
signals could be observed above background signals (-0.05 s_ 1) at E e below the 
ionization threshold. 

Results 

The intensity of mass spectrometric counts corresponding to 3 2 θ 2 and ^ O Î (denoted 
I32 and 164 respectively) as a function Ee is shown in Figure 1. As Ee is increased 
above the O2 threshold, I32 initially increases substantially faster than does 154 
indicating that the simple kinetic description: 
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14. GRIFFITH & GELLENE Non-M ass-Dependent Isotope Effects 213 

d[OÎVdt = ki b [02] 2 [OÎ] (4) 

is not valid at low E e . This is a remarkable result considering that for E e < 16 eV, no 
electronically excited states of O2 can be produced and the vibrationally excited levels 
of the ground electronic state produced are efficiently relaxed to the ν = 0 level under 
our ion source conditions (77). Further evidence that the ionizing conditions have a 
significant effect on clustering efficiency is provided by the pronounced increase in 
I64/I32 at Ee = 19-20 eV in qualitative agreement with the results of Curran (7). As 
mentioned previously, the metastable 02(a4nu) ions produced in the ion source are 
substantially relaxed to the ground state by collisions with O2. Above Ee = 20 eV, 
Ι64Λ32 is largely constant and Equation 4 is valid. Thus Figure 1 indicates that under 
EI conditions, the rate of reaction lb for ions arising from relaxation of the a 4 n u state 
is significantly greater than that for Oj^rig) ions produced directly. 

10 7 i 

10°- | ~ - r — — 1 , 
10 20 30 40 

electron energy (eV) 

Figure 1. Intensity of O2 (1(32)) and O4 (1(64)) ion signal as a function of ionizing 
electron energy. 

The intensities of O4 ions containing one 1 7 0 (155) or one 1 8 0 (166) relative to 
the intensity of the all 1 6 0 containing species (I64) as a function of Ee is shown in 
Figure 2 where the dotted lines indicate the expected ratios based on natural isotopic 
abundance. Although the experiment does not have the mass resolution to distinguish 
an O4 ion containing two 1 7 0 atoms from one containing one 1 8 0 , natural isotopic 
abundances predict that the contribution of the former to the m/e = 66 peak would be 
only 0.01%. At low Ee reaction lb shows a strong kinetic isotope effect with the 
intensity of mixed isotopic O4 ions approaching a ten fold enhancement relative to 
natural abundance expectations near threshold (Ee ~ 12 eV). Furthermore the 
enhancement is mass independent with the I65/I66 rati° always observed to have its 
natural abundance value. As Ee is increased, the Ι65/Ϊ64 and I66/I64 ratios continually 
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214 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

decrease and natural abundance values are observed for E e ̂  40 eV. The most 
dramatic change in the I65/Ï64 and Ι66Λ64 ratios occurs near the threshold Q2 (a 4n u) 
production (Ee - 16 eV) suggesting that the Ee dépendance of the kinetic isotope effect 
in reaction lb results from the increasing participation of Q2 originally produced in the 
a 4 n u as E e is increased. Phenomenologically, the results indicate a strong kinetic 
isotope effect favoring mixed isotopic cluster ion formation when the 02( 2 ï lg) is 
produced by EI directly and little or no kinetic isotope effect when the θ 2 ( 2 Π β ) arises 
from relaxation of metastable 02(a 4n u). 

l(65)/l(66) 

electron energy (eV) 

Figure 2. Intensity ratios of isotopically substituted O4 ion signals as a function of 
ionizing electron energy. 1(64) corresponds to O4 ions containing four 1 6 0 atoms 
whereas for 1(65) and 1(66) one 1 6 0 atom is replaced with an 1 7 0 and l s O 
respectively. 

Discussion 

A fundamental understanding of the preceding results requires that the following three 
points be addressed: (1) A characteristic of the 02( 2 n g ) ions must be identified which 
can give rise to largely varying state specific values of kib. (2) The effect of this 
characteristic on kib must be strongly isotopic dependent. And (3) the population 
distribution of ions with regard to this characteristic must depend on the details of ion 
formation and must be largely preserved in a collision environment. 

Termolecular association reactions are generally considered to consist of two 
bimolecular energy transfer reactions (20,21) which for reaction lb can be written: 

02 ( 2 n g ) + 0 2 ( 3 Σ β ) £ ((#)* (5a) 

+ 0 2 ( 3 Σ 8 ) Λ ( O î ) + 0 2 ( 3 Σ 8 ) (5b) 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
8,

 1
99

2 
| d

oi
: 1

0.
10

21
/b

k-
19

92
-0

50
2.

ch
01

4



14. GRIFFITH & GELLENE Non-Mass-Dependent Isotope Effects 215 

where ka, kd, and ks are association, dissociation, and stabilization rate constant 
respectively and (Qif)* represents a collision complex. Ordinarily all of the reactions 
are considered to occur on a single Born-Oppenheimer surface correlating with 
electronic ground state products. However there is no rigorous reason why this should 
be so. In particular the reactants of reaction 5a have a 24 fold electronic state 
degeneracy (3 for θ2( 3Σ^) times 4 for O2 G^g) times 2 for ion/neutral exchange) of 
which the 4 B U ground state of O4 (in C2h symmetry) accounts for only 4. Considering 
the weak binding of the O4 ion (2-4), it is reasonable to assume that the remaining 
Born-Oppenheimer surfaces will have little or no binding and thus be characterized as 
repulsive with respect to the C^( 2 n g ) + 02 ( 3 X g ) asymptote. This situation for one 
dimensional cuts of the full Born-Oppenheimer surfaces is qualitatively depicted in 
Figure 3 where only a single repulsive surface is represented. If, for a particular set of 

OJ «—> 02(3Ig)|LNSJ> + 0|( 2 n g ) |L + J + S + I + > 

Figure 3. Qualitative one dimensional potential energy surfaces illustrating the 
problem of correlating states of the separated diatoms with electronic states of the 
collision complex. 

collision conditions, reaction 5a preferentially took place on one of the repulsive 
surfaces, then the (O4)* collision complex would be much shorter lived and 
termolecular association would be inhibited relative to reaction 5a occurring on the 
binding surface. With this qualitative picture of the termolecular association process, 
the points raised at the beginning of the discussion can be address by a detailed 
consideration of the symmetry correlations of the states of the O2 ( 2 n g ) + 02 ( 3 X g ) 
super-molecule with those of the (O4)* collision complex. These two limits will be 
referred to as Q2/O2 and (O4)* respectively. Because neither Q2/O2 nor (O4)* can be 
properly described by a point group, the symmetry analysis must be performed using a 
permutation-inversion (PI) symmetry group. However, the stabilized (O4) complex 
can be described by the C2h point group (7,8) and the correlation of PI symmetry 
species with those of C2h will provide the connection needed to identify the ground 4 B U 

state among the PI symmetry adapted electronic states. 
The PI symmetry analysis can be divided into four parts. First is the 

development of the appropriate PI group which appears not to have been considered 
previously. Here only the rationale for its development will be given as the full details 
will be published elsewhere (22). Second, the rotational-vibrational-electronic-
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216 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

translational wavefunctions OFrvet) for Ο2/Ο2 and electronic wavefunctions for (O4)* 
must be written in terms of an appropriate set of basis functions having well defined 
transformation properties under the operations of the PI group. Third, Pauli-allowed 
symmetry adapted Ύτνα are projected out of the set of basis functions. Finally, 
symmetry restrictions are determined by correlating the symmetry adapted with 
the electronic states of (O4)*. 

P I Symmetry Analysis 

The P I Group. The full permutation group of four identical nuclei (S4) is of order 
24 with 5 symmetry species. In the present application, however, it is more 
appropriate to employ a subgroup of S4, denoted S4, consisting of the energetically 
feasible permutations (23). It is clear that the 16 permutations of S4 resulting in atom 
exchange between the diatoms is not feasible when applied to Ο2/Ο2. In addition, 
experimental and theoretical evidence indicates that (O4 )* consists of two weakly 
interacting diatomic subunits (7,8) between which atom exchange is also unlikely. 
Taking the permutation subgroup of "diatom preserving" permutations, Sj is of order 8 
with 5 symmetry species. A coordinate system suitable for use with S* is defined in 
Figure 4 and will be discussed in greater detail in the next section. In terms of the 
atomic labels in Figure 4, the permutation group Si contains the elements {E, (12), 
(34), (12)(34), (13)(24), (14)(23), (1324), (1423)}, where (ij), (ij)(kl), and (ijkl) 

ζ 

Figure 4. Coordinate system used to describe two diatoms moving with respect to 
each other. 
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14. GRIFFITH & GELLENE Ν ο η-M ass-Dependent Isotope Effects in 

denote permutation of the labeled nuclei (24). The PI group obtained by taking the 
direct product of Sj and the inversion group, 8 = {Ε, E*}, is of order 16 with 10 
symmetry species and will be denoted G^k^K^) (i.e.Gi6(A2/A2) = Si ® £). 

Gi6(A2/A2) has been used previously for the symmetry classification of the 
rotational-vibrational-translational wavefunctions of a general A2/A2 collision system 
assuming that only totally symmetric singlet electronic states of A 2 are involved (25). 
For the present situation, an extension of that analysis to include diatomic electronic 
states of any symmetry or spin multiplicity is required. The spatial dependence of 
electronic functions is best described using a body fixed coordinate system. Although 
the diatoms have only two rotational degrees of freedom corresponding to the two 
Euler angles θ and Φ, it is possible through the use of Hougen's isomorphic 
Hamiltonian (26) to introduce a third Euler angle %e as a dynamical variable with well 
defined symmetry properties in Gi6(A2/A2). In this way diatom electronic states of 
any spatial symmetry can be accommodated. 

Dealing with the symmetry properties of electronic states of arbitrary 
multiplicity is not straightforward due to the well known problem (27) of specifying 
unique symmetry properties for wavefunctions having half-integral values for J (arising 
from half-integral total electron spin S) . The problem is usually addressed by adding a 
fictitious operation of a rotation through 2π which is not considered the identity and 
requiring a rotation through 4π to return the system to itself (28). For the present 
situation, this approach must be extended because the coordinate system consists of 
two completely independent sets of coordinates, one for each diatom. A group of 
fictitious operations H = {E, Ri , Rn, R=RiRn), where the subscript indicates the 
particular diatom coordinate system affected by the operation is required. The PI 
symmetry group appropriate for classifying any electronic-vibrational-rotational-
translational wavefunction of an A2/A2 collision system is the spin quadrupled group 
given by the direct product of Gi6(A2/A2) with ft and is denoted Gi6 4(A2/A2) in 
analogy with the usual nomenclature used for spin doubled groups (i.e. Gi6 4(A2/A2) 
= S4 ® £ <S> ft). The character table for Gi6 4 (A2/A2), which is of order 64 and has 16 
symmetry species, will be published elsewhere (22). 

Basis Functions. Before considering Ψ Γ ν α for Ο2/Ο2 or (O4)* the coordinate 
system of Figure 4 will be discussed. A space fixed (XYZ) Cartesian system is located 
with its origin at the center of mass (CM) of the whole system of four atoms and can 
therefore be taken to be at rest. At the C M of each of the diatoms is located a (ξηζ) 
Cartesian system which moves with the C M of its respective diatom but always remains 
parallel to the corresponding axes of the (XYZ) system. Also having its origin at the 
C M of each of the diatoms is a body fixed (xyz) Cartesian system which rotates with its 
respective diatom. The orientation of an (xyz) system relative to the (ξηζ) system with 
the same origin is given by Euler angles (θ,φ) with χ = 0o.ATaken together the 
dynamical angular variables (θφχ 0) will be abbreviated by r. The coordinates 
associated with diatom I (atoms 1 and 2) are distinguished from the analogous 
coordinates associated with diatom II (atoms 3 and 4) by the subscripts I and II. For 
example, the internuclear separation of diatoms I and Π is denoted η and rn 
respectively. Unsubscripted coordinates involve both diatoms with r being the 
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218 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

separation of CM of the two diatoms; θ the angle r makes with the Ζ axis; and φ the 
angle formed by the X axis and the projection of r in the X Y plane. 

Using these coordinates, zero order wavefunctions for Ο2/Ο2 can be written as 
a product of two diatomic wave functions and a relative translational wavefunction. 
The latter is composed of a spherical Bessel function «kr|JL)) for the component of the 
translational wavefunction along r and a spherical harmonic ((θφ|ίΜ)) for the rotational 
component. The diatomic wavefunctions can be written as products of normalized 
Slater determinants of π β ± molecular orbitals, harmonic oscillator vibrational functions 
((ri|v) and (rj|v+) for the neutral and ion respectively), and rotational functions. 
Hund's case (b) rotational functions (|ANSJ)) with Λ = 0 and S = 1 are used for 
02(3Xg) and Hund's case (a) rotational functions flA^S*^) with Λ+ =1 and 
S + = 1/2 are used for O ^ r i g ) where the angular momentum quantum numbers have 
their usual meaning. Recalling that O4 is known to be a quartet, zero order 
wavefunctions for the S = 3/2, ms = 3/2 state of Ο2/Ο2 are written as: 

Ψ Ι = (1/V2 )( 14 + 4π£ I <r n |A + r s + E*> ± I π £ + ι £ π £ I < i n | - A + J + S + - L + » χ 

(ί Ι |ΛΝ8Ι)( Γ ι |ν)( Γ π |ν+>(θφ|ίΜ)(1σ|,Ό (6a) 

ψ £ = (1/V2 )( I πβ

π

+πβ
πτ4+1 ( ^ A + j W ) ± | π £ π £ ι £ I ( r J - A W - ï * ) ) Χ 

<ί Π |ΛΝ8ΐχ Γ π | ν>< Γ ι | ν+Χθφ| ίΜχΐσ^) (6b) 

In equations (6a) and (6b), the molecular orbitals each contain an α spin electron and 
are defined by the following linear combination of atomic η = 2 orbitals: 

^ = ( l / V 2 ) ( P Î ! - I $ i ) (7) 

where (a,b) denotes atomic centers (1,2) or (3,4) for k = I or II respectively. 
The vibrational, rotational, and translational wavefuctions used in equations 

(6a) and (6b) are not appropriate basis functions for the nuclear motion wavefunctions 
for (O4)*. However, considering the low binding energy of O4, the diatomic 
molecular orbitals are taken to remain as good electronic basis functions. This is an 
essential assumption of the correlation scheme and allows zero order electronic 
wavefunctions (Φ) for (O4 )* correlating with (6a) and (6b) to be written as: 

Φ Ι = (1/V2 )( I π£+4π8
Π+1 ± 14+441 ) <8a) 

ΦΕ = (1/V2 )( I π £ π £ π £ + \ ± | π £ π £ ι £ I ) (8b) 

Pauli allowed Wavefunctions. Because 1 6 0 is a boson (I = 0) the Pauli principle 
requires that an acceptable Ο2/Ο2 wavefunction must be symmetric with respect to all 
permutation operations although it may be either symmetric or antisymmetric with 
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14. GRIFFITH & GELLENE Non-Mass-Dependent Isotope Effects 219 

respect to inversion. A detailed consideration (22) of the effect of the operations of 
Gl64(A2/A2) on and ψ£ shows that they are transformed into +/- themselves or +/-
each other depending on the even or oddness of the angular momentum quantum 
numbers: N , (J +-S +), and L. The Pauli allowed Ο2/Ο2 wavefuctions for various 
combinations of the value of these quantum numbers is listed in the fourth column of 
Table I. Only odd values of Ν appear in Table I resulting from Pauli principle 
restrictions on isolated O ^ X g ) . 

Table I. Correlation of Pauli allowed wavefunctions for 3 2 0 2 / 3 2 0 2 -» <**0$)* 

N J+-S-* L Ψ(θ2/θ2) Φ((θ4)*) Γφ(Οι6(Α2/Α2)) r<&(C2h) 

odd even even Ψ α + Ψϋ ΦΕ + Φϋ 

odd even odd ^ à - ^ b ΦΕ-Φϋ 

odd odd even ψ £ + ψ £ Φ Ε + Φ £ 

odd odd odd ^ a - ^ b Φ £ - Φ £ 

A 2

+ 

Au Φ Bg 

Electronic State Correlation. Electronic states of (O4)* which correlate with each 
of the Pauli allowed wavefunctions of 0 2 / 0 2 are given by the linear combinations of 
Slater determinants listed in fifth column of Table I. A consideration of the symmetry 
properties of these electronic wavefunctions (22) indicates that they transform as the 
representations of Gi6(A2/A 2) listed in column six. The question of which of these 
electronic functions correlates with the electronic ground state of O4 , can be answered 
by correlating the representations of Gi6(A 2 /A 2 ) with those of C 2 h (i.e. the point group 
characterizing ground state O4). The results of this correlation (22) are listed in the last 
column of Table I. Recalling that the ground electronic state of O4 is B u in C 2 h 
symmetry, Table I indicates that θ £ ions in a state with J+-S+ = odd having an odd L 
collision with an 0 2 molecule will access the ground electronic state of O4 and lead to 
termolecular association more efficiently than any other type of collision. Although for 
any particular collision L can be asymptotically defined, it can not be experimentally 
controlled and collisions with odd and even values for L occur with equal probability. 
Alternatively, J + -S + is a well defined quantum number for an Q2 ion, with odd and 
even values corresponding to e and /parity labels respectively (29). Further there is 
experimental and theoretical evidence for a strong propensity for conservation of elfin 
J-changing collisions for some atom-diatom systems (30). Thus Table I indicates that 
3 2 0 2 ( 2 r i g ) ions can be thought of as existing in two different modifications having 
very different efficiencies for termolecular association with 3 2 0 2 ( 3 X g ) . 

The preceding symmetry arguments indicate that depending on the extent of elf 
production, 3 20 2(}Πσ) ions produced by different ionizing methods may exhibit 
different rates of ̂ 04 production by termolecular association. This effect may be 
partly responsible for the variation in kib reported by different workers (3,4,9,13-15). 
It remains to be shown, however, that the observed non-mass dependent kinetic 
isotope effects can also be understood in terms of these symmetry considerations. This 
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2 2 0 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

question can be addressed by considering electronic state correlation in the subgroup of 
Gi6 4 (A2/A2) which contains the permutation of nuclei on only one diatom as its sole 
permutation element. The subgroup which is denoted G4 4(A2/AB) contains 16 
elements and 10 symmetry species (22). The two cases where either the neutral or the 
ion is isotopically homonuclear must considered separately. The results of these 
symmetry analyses are summarized in Tables Π and ΠΙ. 

Table Π. Correlation of Pauli allowed wavefunctions for 33,34Q^/32Q? _> (65,66Q+)* 

Ν J+-S+ L Ψ((£/θ2) Φ((ΟΪ)*) r<D(G4(A2/AB)) Γ φ ( 0 2 ( ι ) 

odd even even ^ Oa + ΦΕ 
odd even odd ^ a - ^ b Ε" Θ A u Θ B g Θ 

X 
odd odd even O a + Ob B2 θ A 2 A g Θ B u 

odd odd odd > . ^ a - ^ b > 

Table HI. Correlation of Pauli allowed wavefunctions for 3 2 θ 2 / 3 3 » 3 4 θ 2 ~> C 6 5 » 6 6 *^)* 

Ν J+-S+ L Ψ(0ί/02) Φ((ΟΪ)*) Γ Φ (0 4 (Α2 /ΑΒ)) To(C2h) 

even even even Λ 

even 

odd 

even 

even 

odd 

even 

f * i + *b 

I ^ a - ^ b 

φ 3 + Φϋ ] 

Φ 3 - Φϋ J 
Ε' Ay 0 Bg 

odd even odd > 

even odd even > 

even 

odd 

odd 

odd 

odd 

even 

r Ψ Ϊ + Ψ ί 

Ί Ψ Ϊ - Ψ Ϊ ΦΙ-Φ* , 
Β2 θ Α2 A g e B u 

odd odd odd > 

The symmetry correlations in Table Π indicate that if the O j ion is the 
heteroatomic diatom, then no symmetry restrictions occur and all combinations of N , 
J+-S+, and L for 3 3 ^ 4 θ 2 / 3 2 θ 2 wavefunction correlate with the ground electronic state 
of ( 6 5 '66θ4)*. Taken together Tables I and II provide a framework for understanding 
the major experimental observations in this study. In particular they show that a Pauli 
symmetry restriction can cause different clustering rates for the elf parity levels of 
02( 2 n g ) in the all 1 6 0 system and the difference vanishes in a non-mass dependent 
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14. GRIFFITH & GELLENE Ν on-Mass-Dependent Isotope Effects 111 

way if the ion is isotopically heteronuclear. Interestingly, Table III indicates that if the 
neutral is heteroatomic, the symmetry restriction occurring in the all 1 6 0 system 
essentially remains (i.e. only e parity levels of 02( 2 n g ) correlate with ground electronic 
state O4). Unfortunately, the experiment is not sensitive to the origin of the unique 
oxygen isotope in the termolecular association so that this prediction could not be 
tested. 

Effects of the Ionization Scheme 

The dépendance of the rate of reaction (lb) on ionizing conditions can be accounted for 
by the preceding PI symmetry analysis only if the ^pari ty level ratio of the 02( 2 n g ) 
ions is strongly dependent on the mode of ion production. In particular, threshold EI 
must be highly selective for/level production relative to the 3/parity level ratio 
occurring with higher energy EI, REMPI, or schemes proceeding through the a4I~lu 

metastable state of Q2. 
Currently there is very little information available concerning rotational 

transitions occurring in molecular EI. A detailed theoretical treatment is a formidable 
problem which has not been discussed in the literature. Muntz (31) and Coe et. al 
(32), using a theoretical treatment based on the Born approximation (valid at high E e ) 
which included only molecular angular momentum terms, have predicted electric dipole 
selection rules. However, the validity of such predictions for threshold EI which 
involves the motion of three highly correlated particles (an ion plus two near zero 
kinetic energy electrons) is highly questionable (33). Indeed, experimental studies on 
N2 (34-36) and CO (37) have shown that the selection rules begin to significantly 
breakdown for E e < 800 eV. Although those experimental studies investigated E e as 
low as 60 eV, the ion product fine structure states were not resolved and thus the 
results do not bear on the question of elf parity level selectivity. 

Little more can be said about elf parity level selectivity for Q2(2Ilg) produced 
by collisional relaxation of EI produced O2 (a 4n u). If the symmetry restriction derived 
in the previous section is accepted as the origin of unusual kinetic behavior of reaction 
lb, then the results indicate that the production of e parity levels of 02( 2 n g ) is 
significant by this ionization scheme. However, whether the e parity levels are 
produced by ionization or collisional relaxation or both can not be determined from the 
present results. 

By comparison to EI, questions of final state selectivity is much more tractable 
for photoionization and detail selection rules for diatomic molecules have recently been 
derived by Xie and Zare (38). In principle, these selection rules and the previous 
experimental study of termolecular association of REMPI produced O2 (15) could be 
used to assess the validity of the symmetry restrictions derived in the previous section. 
Unfortunately, the state specific nature of the intermediate levels occurring in the 
REMPI process were not specified in that study, so that a detailed comparison is not 
possible. 

Relationship To Heavy Ozone Production 

Over the past ten years evidence for a non-mass dependent enhancement of 4 9 Οβ and 
5 0 O 3 relative to 4 8 Ο β in stratospheric ozone has been continually mounting (39-41). 
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222 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

The degree of enhancement appears to increase with altitude with maximum values of 
about 40% being reported. Analogous enhancements have also been reported for 
laboratory produced ozone (42-47) although the magnitudes have typically been 
somewhat less (-10%). Considering the termolecular association process: 

θ2 + θ -> (O3)* (9a) 
(03)* + M -> O3 + M (9b) 

theoretical treatments of these results have attempted to explain the reported isotope 
effects by incomplete energy randomization in (O3)* (48) or non-adiabatic effects 
involving states of ozone correlating with 3 Σ^ and lA states of O2 (49). Reactions (9a) 
and (9b) are generally accepted to represent the most important route to atmospheric 
and laboratory ozone production (50), and thus previous modeling of the isotope 
effects have focused exclusively on neutral chemistry. In light of the large non-mass 
dependent isotopic enhancements observed for O4, it is interesting to consider the 
possibility of ion-molecule chemistry transferring the enhancement to ozone. In 
particular the reaction: 

O4+O -> Ο3 + Ο2 (10) 

which could effect the isotopic enhancement transfer in a single step, proceeds 
efficiently at approximately half the Langevin collision rate (51). Additionally, the 
known switching reaction (52): 

Ο4+Ο3 T± Ο 5 + Ο 2 (11) 

may also transfer isotopic enhancement from O4 to ozone depending on the structure of 
ot 

At this point it is difficult to assess the importance of O4 ion-molecule 
chemistry in the non-mass dependent production of stratospheric heavy ozone which 
will depend on altitude dependent ion concentrations, vertical mass transport rates, and 
other considerations of atmospheric chemistry modeling (53 J4) in addition to 
individual chemical reaction rates. Further, some laboratory observed enhancements 
have occurred under conditions where ions could not have been produced (45-47), 
indicating an enhancement mechanism involving neutral chemistry must also exist. 
Nevertheless, the present results indicate that the possible contribution of reactions 
such as (10) and (11) to the non-mass dependent enhancement of stratospheric (and 
some laboratory produced) ozone is worth more detailed consideration. 
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Chapter 15 

Temperature, Kinetic Energy, and Rotational 
Temperature Effects in Four Reactions 

Involving Isotopes 

A. A. Viggiano1, Robert A. Morris1, Jane M. van Doren1, John F. Paulson1, 
H. H. Michels2, R. H. Hobbs2, and Christopher E. Dateo3 

1Phillips Laboratory, Geophysics Directorate, Ionospheric Effects Division 
(LID), Hanscom Air Force Base, MA 01731-5000 

2United Technologies Research Center, East Hartford, CT 06108 
3Department of Chemistry, University of California, Santa 

Barbara, CA 93106 

Data on four reactions involving isotopes taken in a variable 
temperature-selected ion flow drift tube are presented. A study of the 
reaction of O- with N2O indicates that the reaction proceeds pre
ferentially by bonding of the Ο- to the central nitrogen in N2O. The 
preference for O- attack at the central nitrogen over attack at the ter
minal nitrogen decreases at higher temperatures. In the atom abstrac
tion reaction of O+ with HD, OH+ is formed more efficiently than is 
OD+ at low temperatures and moderate energy. The branching frac
tion favoring OH+ production is also sensitive to the rotational tem
perature of the HD. The results for this reaction are consistent with a 
model of the reaction based on the long range part of the ion-neutral 
potential. Rate constants for the reactions of O- with H2, D2, and 
HD vary with mass of the hydrogen molecule as predicted from the 
collision rate constant dependence. These reactions proceed by two 
channels: hydrogen abstraction and associative electron detachment. 
The rate constant for the minor hydrogen abstraction channel in
creases with increasing kinetic energy. The efficiency of the ab
straction reaction of O- with D2 is significantly smaller than that in 
the reaction with H2. More OD- as compared with OH- is produced 
in the reaction of HD. The results are explained by a direct two step 
mechanism. A large preference for OH- over OD- formation in the 
atom abstraction reaction of O- with CH2D2 is observed. An ab 
initio potential for the reaction path reveals a barrier and indicates 
that zero point energy effects play a major role in the observed iso
tope effects. The four reactions studied in this paper, when taken 
together, show that isotopically labelled reactants can be important in 
elucidating widely different reaction mechanisms. 

NOTE: The Phillips Laboratory was formerly the Air Force Geophysics Laboratory. 

0097-6156/92/0502-0225$06.25/0 
© 1992 American Chemical Society 
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226 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Studies involving isotopically labeled reactants can yield important insights into 
reaction mechanisms. In particular, the extent of isotope incorporation into the 
products formed can shed light on the structure of the prinicipal complex(es)/ 
intermediate(s) involved in the reaction. In addition, kinetic isotope effects may 
provide insight into the reaction mechanism by providing information about the 
reaction coordinate potential energy curve. Frequently, large kinetic isotope effects 
are seen only in reactions involving hydrogen and deuterium. However, several 
examples in this volume show that significant kinetic isotope effects can occur in 
reactions involving heavier isotopes. The temperature, kinetic energy, and rotational 
energy dependence of the rate constant and branching ratios can provide further 
information on the reaction coordinate potential and mechanism. 

The selected ion flow tube is a versatile system for studying reactions involving 
isotopes. The reactant ion is formed in a remote ion source, mass selected, and 
injected into the reaction flow tube. This "sifting" prevents the neutral precursor of 
the reactant ion from entering the reaction region and eliminates unwanted isotopic 
mixtures of the reactant ion at different masses. Many isotopically labeled reactions 
have been studied using such systems.1 In addition to these advantages, the present 
selected ion flow tube can be heated or cooled over a wide range, and the kinetic 
energy of the reactant ions can be varied by application of a drift field.2 This 
apparatus is designated VT-SIFDT for variable temperature-selected ion flow drift 
tube. From studies of rate constants or branching ratios as a function of kinetic 
energy at several temperatures, information on the influences of rotational and 
vibrational energy on a variety of reactions can be obtained.2"5 

In this paper we report results on four reactions involving isotopically labeled 
reagents. The goal in all of these studies was to elucidate the reaction mechanism. 
An important aspect of these studies was the variation of the isotopic effects with 
temperature, kinetic energy, and rotational energy. 

Experimental 

The measurements were made using the Phillips Laboratory (formerly the 
Geophysics Laboratory) variable temperature-selected ion flow drift tube apparatus.2 

Instruments of this type have been the subject of review,6 and only those aspects 
important to the present study will be discussed in detail. Ions are created by electron 
impact in a moderate pressure ion source (~ 0.1 torr). The ions are extracted from 
the source and mass selected in a quadrupole mass filter. Ions of the desired mass 
are injected into a meter-long flow tube through a small orifice, 2 mm in diameter. A 
buffer gas, helium unless otherwise noted, transports the ions along the length of the 
flow tube. The pressure in the flow tube is ~0.5 torr. The buffer gas is added 
through a Venturi inlet surrounding the ion injection orifice and thus aids in injecting 
the ions at low energy. A drift tube, consisting of 60 electrically insulated rings 
connected by resistors, is positioned inside the flow tube. A voltage can be applied 
to the resistance chain in order to produce a uniform electric field inside the flow 
tube for studies of energy dependence. The bulk of the gas in the flow tube is 
pumped by a Roots type blower. The flow tube is terminated by a truncated nose 
cone. A small fraction of the ions in the flow tube is sampled through a 0.2 mm hole 
in the nose cone, mass analyzed in a second quadrupole mass spectrometer, and 
detected by a channel electron multiplier. 

Neutral reactant gas is added through one of two inlets. The inlets are rings with 
a series of holes pointing upstream.2 The area inside the ring is equal to the area 
between the ring and the tube wall to aid in quickly distributing the reactant gas 
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throughout the cross sectional area of the flow tube. Rate constants are measured by 
monitoring the decay of the primary ion signal as a function of added neutral flow. 
This is done at each of the two neutral inlets, and an end correction is determined 
from those data. Ion flight times are measured by applying an electrical retarding 
pulse to two of the drift tube rings consecutively and measuring the two arrival time 
spectra of the ions. The ion velocity and therefore the reaction time are determined 
from these data and from knowledge of the relevant distances. Pressure is monitored 
by a capacitance manometer. Flow rates of the buffer and of the reactant gas are 
controlled and measured by MKS flow controllers. The rate constant is determined, 
using data obtained at each inlet, from the slope of the line obtained by plotting the 
logarithm of the reactant ion signal decay versus neutral reactant flow, and from the 
values of the pressure, temperature, flow rates of the reactant and buffer, and ion 
velocity. The final rate constant incorporates the end correction. The entire flow tube 
can be heated or cooled over the range 85 to 550 K. 

Branching fractions are measured by monitoring the signals from the ionic 
products and determining the fraction of the total products that each product 
represents at each neutral flow rate. These fractions are plotted versus neutral flow 
rate, and the resulting curves are extrapolated to zero neutral flow to account for 
secondary reactions. The branching fractions reported are the extrapolated values. 
No correction for mass discrimination was made in the studies reported here because 
the different product ions in each reaction have very small mass differences. 

The average kinetic energy in the ion-neutral center-of-mass system, (KEcm), in 
the drift tube is derived from the Wannier formula7 as 

(m. + m. )m r ~ 

2(m. + m n ; * 

where mi, m ,̂ and mo are the masses of the reactant ion, buffer gas, and reactant 
neutral, respectively; v<i is the ion drift velocity; and Τ is the temperature. The first 
term in the formula is the energy supplied by the drift field, and the second term is 
the thermal energy. This formula is an excellent approximation of the ion energy at 
low ion energies.8*9 At energies approaching 1 eV the formula is still good to within 
±10%. The neutral reactant temperature under the conditions of the present 
experiments is the same as that of the buffer gas since the neutral gas enters the flow 
tube through inlets at the same temperature as the flow tube and suffers many 
collisions with the walls of the inlets before entering the flow tube. The ions used in 
the present studies are all monatomic, and therefore the drift tube can influence only 
the ion translational energy (no electronic excitation is expected for the drift tube 
energies employed here). The distribution of ion energies in a helium buffer is very 
nearly Maxwellian at an effective temperature, Teff, such that (KE c m)= 3/2kTeff.8-n 

By "nearly Maxwellian", it is meant that the distribution of ion energies is such that 
the rate constant measured in the drift tube is indistinguishable from that which 
would be measured for a Maxwellian distribution (within the 15% experimental 
precision). 

It has recently been shown in our laboratory that dependences of rate constants 
or branching ratios on the internal temperature of the reactant neutrals can be derived 
for a variety of ion-molecule reactions by measuring rate constants or branching 
ratios as a function of (KE c m ) at several températures. 2' 5» 9» 1 2» 1 3 If the ions are 
monatomic, as in the present studies, comparing the rate constants or branching 
ratios at a particular ( K E c m ) but at different temperatures yields the 
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228 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

dependence of the rate constant on the internal temperature of the reactant neutral. If 
the neutral has no low frequency vibrational modes, this dependence is a rotational 
temperature dependence. 

0 + was formed from CO by dissociative electron impact ionization. This source 
produced 98% of the 0 + ions in the ground 4 S state. The fraction of excited state 0 + 

was monitored by allowing the 0 + ions to react with CO in the flow tube. CO reacts 
with the excited metastable states of 0 + and does not react with the ground state.1 

CO2 and O2 were tested as alternative sources of 0 + but produced more metastable 
ions. The 2% fraction of 0 + in the excited state remained constant over the course of 
these experiments. 1 6 0 ' was generated by dissociative electron attachment to N2O, 
while 1 8 0 " was generated by dissociative attachment to 1 8 θ2· 

A l l reactant gases were obtained commercially and used without further 
purification. The HD was ^98.7% isotopically pure, and no corrections for 
incomplete labeling were made to the data. According to the manufacturers the HD 
may be purer than this but the absolute purity could not be measured with greater 
accuracy. The 1 4 N 1 5 N O was of 99% isotopic purity, and the product distributions 
were corrected for the slight 1 4 Ν 2 θ impurity. The CH2D2 was 98% isotopically 
pure, and no corrections to the data were made since it is not certain which isotopic 
form of CH4 the impurities are. 

The rate constant for the reaction of O" with unlabeled N2O was measured in a 
helium buffer as a function of ( K E c m ) at several temperatures. The reactions with 
labeled N2O were studied in an argon buffer. For the reaction of the unlabeled 
species we were interested in the dependence of the rate constant only on the internal 
temperature of N2O. This required die use of a helium buffer so that the distribution 
of kinetic energies at a particular (KEcm) would be essentially Maxwellian and thus 
approximately independent of temperature.8'11 The goal of the isotopic labeling 
studies of N2O was to determine the reaction mechanism by monitoring the 
distribution of isotopes in the NO' products. This required an argon buffer so that no 
detachment of the N O ' product ions would occur. Helium is known to detach the 
weakly bonded electron1 4 from NO - , but the electron remains attached to NO ' in an 
argon buffer.1 2 In argon, the product ion signals balanced the loss of primary ion 
signal, indicating that electron detachment from the product ions was minimal. The 
requirement of an argon buffer (and the cost of 1 4 N 1 5 N O ) prevented us from 
studying the reaction of the completely labeled reactants using the drift tube because 
the ion kinetic energy distributions produced in an argon buffer are known to be 
non-Maxwellian. 1 1 » 1 5 » 1 6 Such non-Maxwellian distributions would confuse any 
attempt to derive internal temperature dependences in the branching fraction for the 
labeled systems. 

0 + reacts with water to produce Η2θ+. This ion has the same mass as that of the 
O D + product ion in the reaction of 0 + with HD. Since we expected small effects on 
the branching ratio of this reaction, the flow tube had to be essentially free of water 
vapor. In order to accomplish this goal several steps were taken. Ultra high purity 
helium was used (99.9999%) and passed through a molecular sieve trap cooled to 
liquid nitrogen temperature. The flow tube was repeatedly baked at 550 Κ over the 
course of several weeks, and the helium inlets were also heated over the same time 
frame. The system was not exposed to air during the course of this baking. The 
baking reduced the amount of conversion of 0 + to Η2θ + at 300 Κ from over 20% at 
the start of the process to an undetectable amount. The maximum water vapor 
concentration in the flow tube is estimated to be 10 8 cm - 3 , or a mixing ratio of 
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- ΙΟ" 8 . At 509 K , about 1% of the 0 + was converted to H2O+ The branching 
fractions observed were corrected for this small mass 18 impurity. The water 
impurity at 509 Κ leads to an uncertainty of 2.5 percentage points in the branching 
fractions (expressed as percentages) derived at 509 K . The uncertainty at other 
temperatures is 1.5 percentage points. A l l of the branching fraction data were 
extrapolated to zero HD flow rate since O H + and O D + react with HD to form various 
H 2 0 + isotopomers which further react to form ΗβΟ"·" in all of the isomeric forms. 
Reactions involving O H - and O D - products were simpler since no secondary 
reactions occurred under the conditions of our experiments.17 

Results and Discussion 

a) The Reaction of O" With N2O. The reaction of unlabeled reactants 
produces NO" and NO, 

0 - + N 2 0 - » N O + NO. (2) 

The reaction is exothermic by 0.14 e V . 1 8 The goal of using isotopically labeled 
reagents to study this reaction was to determine the fraction of interactions in which 
the O- attacks the central nitrogen versus the terminal nitrogen in N2O. Our results 
for this reaction, for both labeled and unlabeled reactants, have been published 
previously1 9 and will be summarized below. 

The rate constant for this reaction was studied at four temperatures over the 
range 143 Κ to 515 K . 1 9 The rate constant was found to decrease with increasing 
temperature or energy from a value of 2.9 χ 10" 1 0 cm 3 s _ 1 at 143 Κ (0.019 eV) to a 
minimum of 8-9 χ 10" 1 1 cm 3 s"1 at approximately 0.5 eV. Above 0.5 eV, the rate 
constant increases to a value of 1.1 χ 10" 1 0 cm 3 s"1 at 0.92 eV. However, at a 
particular kinetic energy, no temperature dependence of the rate constant was found. 
This implies that there is no dependence on the internal temperature of the N 2 O over 
this temperature range, indicating that neither rotational energy nor excitation of the 
N 2 O bending mode, the lowest energy vibrational mode, has a large effect on 
reactivity between 143 and 515 K . 

Several aspects of the reaction have been investigated using isotopic labeling. 
Van Doren et al.2Q have shown that the oxygen atoms exchange with a rate constant 
of 1.7 χ l O - ^ c n ^ s - 1 , 

1 8 0 - + N 2
1 6 0 -> 1 6 0 - + N 2

1 8 0 . (3) 

The same oxygen exchange rate was measured for the reaction of totally labeled 
reactants, i.e., labeling of both nitrogen and oxygen. 1 9* 2 1 At 143 K , the rate 
constant for O" exchange was found to be 1.4 χ 10" 1 0 cm 3 s*1, indicating that the rate 
constant for this channel has a small positive temperature dependence. Interestingly, 
the efficiency for the sum of the two channels, reactions 2 and 3, is approximately 
temperature independent over this temperature range. Therefore, as die efficiency 
for NO" production decreases with increasing temperature, the efficiency for O" 
exchange appears to increase by the same amount. The positive temperature 
dependence for oxygen exchange may result from a small activation energy 
(presumably from the breaking of the Ο - N2 bond). Alternatively, it may be due to 
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230 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

the fact that the contribution from the reactive channel producing NO" decreases, 
leaving a larger fraction of "unreactive collisions" which can result in O" exchange. 

In one set of experiments, we studied this reaction using unlabeled oxygen and 
labeled nitrogen.19 

O- + 1 4 N 1 5 N O "NO- + 1 5 NO (4) 
-> 1 5 NO- + 1 4 NO. 

In that study, we observed equal production of 1 4NO" and 1 5NO* at both 143 Κ and 
298 K. This is consistent with the findings of Barlow and Bierbaum.21 At higher 
energies (about 1 eV), Paulson22 found that there was a preference for the O* to pick 
up the terminal nitrogen in the ratio of 1.25:1. This suggests that at higher energies 
there may be a change in the mechanism from one involving a long lived 
complex/intermediate to a direct process such as atom stripping. The involvement of 
a direct mechanism at high energy could explain the increase in the rate constant at 
energies above 0.5 eV and the change in the energy dependence of the rate constant 
from negative to positive. 

We have also studied the reaction using both labeled nitrogen and oxygen atoms, 

18Q- + 14N15N16Q -> 1 4 N 1 6 0" + 1 5 N 1 8 0 (5) 
-> 1 5 N 1 6 0- + 1 4 N 1 8 0 
_> 14N18Q- + 15N16Q 

-> !5N180- + 1 4 N 1 6 0 
-> l<k> + 1 4 N 1 5 N 1 8 0 . 

Figure l shows a plot of the percentage of the total NO" production contributed by 
each of the four possible NO* isotopic products as a function of temperature. The 
data sort themselves into two groups. Masses 30 and 33 are produced on the order 
of 15% each and masses 31 and 32 on the order of 35% each. This is again 
consistent with the findings of Barlow and Bierbaum.21 Increasing temperature 
leads to decreases in the percentages of masses 30 and 33, and increases in the 
percentages of masses 31 and 32. The negative temperature dependence of mass 33 
and the positive dependence of the mass 32 are outside our estimated uncertainty. 
The uncertainies in the fractions of masses 30 and 31 are larger due to secondary 
chemistry and the temperature dependences are within the uncertainty. However, it 
is expected that the fractions of masses 30 and 33 are equal, as are those of masses 
31 and 32. The apparent difference in the dependences of masses 31 and 32 
probably results in the uncertainty in determining the fraction of mass 31 which is 
affected by secondary chemistry. 

As stated previously, the main goal of the labeling studies was to determine 
whether the reaction producing NO - proceeds by O" reaction at the central or terminal 
nitrogen. If the reaction were to proceed exclusively by terminal attack without 
migration of O", one would expect equal abundances of masses 31 and 32 with no 
production of masses 30 and 33. This expectation assumes that it is equally probable 
that the charge remains on either NO fragment. This assumption is supported by the 
data obtained using labeled nitrogen and unlabeled oxygen, reaction 4, where equal 
fractions of the two possible NO" products were observed. Attack exclusively at the 
central nitrogen should produce all four isotopically labeled NO" species with equal 
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45 

40 h 

10 Γ • • • 
100 150 200 250 300 350 

Temperature (Κ) 

Figure 1. Percent contribution to the total NO" production by the individual NO" 
isotopes in the reaction of 1 80" with 1 4 N 1 5 N 1 6 0 as a function of temperature. 
Open circles, solid circles, solid squares, and open squares represent 1 4 N 1 6 0 _ , 
1 5 N 1 6 0", 1 4 N 1 8 0- , and 1 5 Ν 1 8 0 " , respectively. 
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232 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

probability since the stable form of the complex formed by central attack is of C2v 
symmetry.2 3"2 5 

Assuming the above probabilities for forming the various isotopically labeled 
NO" products for the two positions of attack on N2O by O", we can derive the 
fractions of the reaction that proceed through reaction at the central and terminal 
nitrogen. The fraction of the total NO" produced that originates from the central 
nitrogen is twice the sum of the mass 30 and 33 fractions, which are equal within 
experimental uncertainty. Thus we find that in 70% of the reactive collisions at 143 
Κ the O" reactant bonds to the central nitrogen. At 298 K , bonding to the central 
nitrogen proceeds in 56% of the reactive collisions. Multiplying these fractions by 
the rate constants for the reaction of the unlabeled reactants, reaction 2, yields rate 
constants of 2.0 χ 10" 1 0 cm 3 s"1 at 143 Κ and 1.1 χ 10" 1 0 cm 3 s"1 at 298 Κ for 
reaction at the central nitrogen. The rate constants for the unlabeled reagents are used 
since they are known the most accurately. Within our experimental uncertainty 
isotopic substitution does not change the rate constant for production of NO", i.e., 
there is no kinetic isotope effect in this reaction, as expected.1 9 Using the same 
procedure, we find the rate constants for reaction at the terminal nitrogen to be 0.9 χ 
10" 1 0 cm 3 s"1 at both temperatures. The rate constant for the central nitrogen reaction 
channel has a negative temperature dependence of Τ" 0 · 8 , while the rate constant for 
the terminal nitrogen channel is independent of temperature. The negative 
temperature dependence of the reaction rate constant for NO" formation, reaction 2, 
between 143 and 298 Κ arises from the temperature dependence of the reaction at the 
central nitrogen. 

The difference in the temperature dependences of these two reactive channels 
forming NO" may arise from increased rotational energy of the reactant N2O with 
increasing temperature. As the molecule rotates faster it is harder for the O" to 
approach the central nitrogen before encountering one of the end atoms. This 
increases the relative number of encounters in which the O" hits the terminal nitrogen 
on first approach. Alternatively, the reaction may be initiated by terminal attack 
followed by migration of one of the Ο atoms to the central nitrogen. Increasing 
temperature would decrease the amount of migration, either through a decrease in the 
complex lifetime or because the migration involves a tight transition state which is 
known to lead to a negative temperature dependence.26"28 Other mechanisms are 
also conceivable, and an answer to the exact nature of the competition between 
central and terminal attack awaits detailed calculations. 

The fact that more than half of the reactive collisions proceed via reaction of the 
O" at the central nitrogen is probably a result of the central nitrogen having a partial 
positive charge, while the terminal nitrogen is approximately neutral.2 9 In spite of 
this, the abundance of reaction at the central nitrogen was surprising since it has 
been demonstrated that most reactions of anions with N2O appear to proceed via 
reaction of the anion at the terminal nitrogen in Ν20. 3 0 » 3 1 The difference between 
the reaction of O" with N2O and the other systems studied may simply be due to 
steric factors. O" is a small negative ion that can easily approach the central nitrogen. 
The other anions studied in reaction with N2O are molecular, and the approach to the 
central nitrogen may be sterically hindered. 

b) The Reaction of 0+ with HD. The reaction of 0+ with HD proceeds by 
hydrogen abstraction, 

0+ + H D - > OH+ + D 
-> OD+ + H. 

(6) 
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15. VIGGIANO ET A L Temperature, Kinetic Energy, & Rotational Temperature 233 

The reaction is exothermic by approximately 0.5 e V . 1 8 We have measured the rate 
constant and product branching fractions as a function of (KEc m ) at temperatures of 
93, 300, and 509 K . The rate constant was found to be 1.2 χ 10' 9 cm 3 s ' 1 

independent of temperature or energy within a rather large experimental uncertainty 
(±40%). The large uncertainty results from taking only one set of data at each inlet 
port, resulting in a larger than normal error in the end correction. In addition, each 
run included recording of the signals from the ionic products in order to deterrnine 
the branching fractions. The consequent increased data collection time results in 
greater scatter in the rate constant data due to drift in the reactant ion signal over 
time. More runs were not taken due to the cost of HD and the fact that our interest 
was mainly in the branching ratio, which does not depend on the end correction. 

In Figure 2, the fraction of O H + produced in the reaction is plotted as a function 
of ( K E c m ) . Circles, squares and diamonds represent data taken at 93, 300, and 509 
K, respectively. At each temperature, the fraction of O H + increases with increasing 
kinetic energy. At a particular ( K E c m ) , the O H + fraction decreases with increasing 
temperature. The difference between the fractions measured at 93 Κ and 300 Κ is 
larger than that between 300 Κ and 509 K . The latter difference for each point is 
smaller than our estimated error limits. The difference is probably real since every 
509 Κ point is lower than the corresponding 300 Κ point at the same (KEcm) and the 
error limits refer mostly to random error. A difference between 300 Κ and 509 Κ is 
also consistent with a difference between 93 and 300 K. As explained in the 
experimental section, the observation of different values for the branching fraction at 
the same ( K E c m ) but different temperatures indicates that the branching fraction 
depends on the rotational temperature of the HD. Our observations indicate that 
kinetic and rotational energy have opposite effects on the branching fraction. 

The observed energy dependences for this reaction are explained theoretically by 
the work of Dateo and Clary, 3 2 who assumed that the reactivity (both rate constant 
and branching fraction) is dominated by the long range part of the potential. This 
assumption seems justified in the present case because the reaction is very 
exothermic, proceeds on every collision, and has no competing channels. The form 
of the potential assumed by Dateo and Clary is 

V ( M ) = - ^ + q 2 i ^ - ^ V 2 C O S ( e ) 
2R VR 2R ) 

where q is the ionic charge, α is the polarizability of HD, R is the length of a line L 
connecting the center of the 0 + ion to the center-of-mass of the HD, θ is the angle 
between the line L and the HD bond axis, θ is the quadrupole moment of HD, and 
(X2 is the anisotropic polarizability of HD. The potential is the sum of the ion-
induced dipole potential term, the ion-quadrupole potential term, and a term that 
allows the polarizability to be anisotropic. This potential was used in a rotationally 
adiabatic capture theory. The rate constant calculated using this theory is determined 
by the rate of passage over the centrifugal barrier, while the branching fraction is 
determined by the end of the HD molecule which points at the 0 + at the centrifugal 
barrier. Dateo and Clary assumed that the reaction proceeds rapidly once over the 
centrifugal barrier, i.e., there is no re-crossing of the barrier, and that the product 
distribution is frozen at that point. 
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0.70 

0.65 Ι

ο 0.60 

0.55 

0.50 

• 93 Κ 
93 Κ Theory 

• 300 Κ 
— -300 Κ Theory 

A 509 Κ 
• 509 Κ Theory 

Ο* + HD -> OH* + D 

-» OD* + H 

0.01 0.1 

<KEcm)(eV) 

Figure 2. Branching fraction of O H + produced in the reaction of 0 + with H D as 
a function of <KE >. Circles, squares, and triangles represent data taken at 93 
K, 300 K, and 509 K, respectively. Theoretical curves32 are given as solid, long 
dashed, and short dashed lines for 93 K, 300 K, and 509 K, respectively. 
(Reproduced with permission from ref. 38. Copyright 1992 American Institute of 
Physics) 
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The results of the theoretical calculations are shown in Figure 2 as a solid line, a 
large dashed line, and a small dashed line for temperatures of 93 K , 300 K , and 509 
K , respectively. The theoretical results are integrated over Boltzmann distributions 
of rotations at the three temperatures and Boltzmann distributions of kinetic energies 
such that the average kinetic energy is given by (KEcm). As stated earlier, drift tube 
measurements made in a helium buffer are adequately represented by Boltzmann 
distributions. 8 - 1 1 The low temperature data and theory are in very good agreement 
except at the highest kinetic energy. The branching tractions measured at higher 
temperature are smaller than the values predicted by theory by about 2 percentage 
points. This indicates that the theory slighdy uixlerestimates the rotational and kinetic 
energy dependences observed. The trends with energy, however, are reproduced 
very well. 

The observed kinetic and rotational energy dependences may be understood in 
terms of simple physical ideas. The preference for O H + results from the fact that the 
center-of-mass (nearer to D than H) and the center of polarizability (the center of the 
HD bond) are different. This difference creates a torque on the HD molecule that 
tends to orient the H side of the molecule toward the 0 + . The decreasing fraction of 
OH+ formed in the reaction with increasing temperature at a given (KEcm), i.e., the 
rotational energy dependence, arises from rotational averaging of the anisotropic 
potential as the HD rotates faster. As expected from this argument, the largest 
enhancement for O H + production should occur for low rotational quantum numbers. 
In fact, the theory of Dateo and Clary predicts the largest effect for J = 0 and smaller 
effects for large J (see Figure 5 in Dateo and Clary 3 2). The increase in the fraction of 
OH+ at higher kinetic energies may be understood as follows. At higher kinetic 
energies, the average impact parameter that leads to reaction is smaller. This 
constrains the centrifugal barrier to smaller radii where the anisotropy of the potential 
is larger, resulting in more alignment. 

Triis reaction has also been studied by Burley et a l . 3 3 in a guided ion beam mass 
spectrometer and more recently by Sunderlin and Armentrout in a modified version 
of the same apparatus with a variable temperature reaction c e l l . 3 4 The trends 
observed with ion kinetic energy and neutral gas temperature were the same as those 
observed in the present study. However, the magnitude of the temperature 
dependence at a given ion kinetic energy was smaller in value than that reported in 
this work. The difference in these observations arises from different ion velocity 
distributions in the two experiments. As mentioned above, the ion velocity 
distributions in our experiment are Maxwellian while those in the beam instrument 
are not. Support for this explanation comes from the theoretical predictions for the 
two experiments which incorporate the appropriate velocity distributions into the 
calculations and are in good agreement with the data.3 4 As observed, the temperature 
dependence at a given ion kinetic energy is predicted to be smaller in the beam 
apparatus compared with that in the variable temperature drift tube. 

The agreement between the predicted rotational energy dependence, the beam 
data, and the data obtained using our apparatus further validates the derivation of 
internal energy dependences from the observation of a temperature dependence of a 
kinetic parameter at a given (KEcm). This is the first time that we have been able to 
compare data of this sort to other experimental or theoretical data. 

c) The Reaction of Ο with H 2 , D 2 and HD. The reaction of Ο with H 2 

(and HD and D 2 ) proceeds by two channels, atom abstraction and associative 
detachment, 
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236 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Ο" + H 2 -» OH" + H (8) 
-> H 2 0 + e. 

Our results for the reactions of O" with H 2 and have been published elsewhere 
along with measurements on the effects of hydration of the O ' reactant on the 
reaction.35 Figure 3 shows the rate constants for the reactions of O" with H 2 and D 2 

at three temperatures and with HD at 300 K. The rate constants are large and 
decrease slighdy with increasing (KE c m ) or temperature. At a given (KE c m ) , no 
temperature dependence of the rate constant is observed in the reactions of H 2 and 
D 2 over the range 176 Κ to 490 K, indicating that the reaction is not sensitive to the 
rotational temperature of the reactant neutral in this range, as expected for efficient 
reactions. The rate constants for the isotopes of hydrogen are in the order 
k(H2)>k(HD)>k(D2), i.e., the rate coefficient decreases as the mass of the hydrogen 
isotope increases. The differences in the rate constants can be totally accounted for 
by the differences in the collision rate constants, which are inversely related to the 
square root of the reduced mass of the ion-neutral system. A l l of the reactions 
proceed with the same efficiency, on the order of 50%. 

We have also measured the branching fractions of the two product channels. 
Figure 4 plots the percentage of the H/D atom abstraction channel forming the ionic 
products OH* or OD" versus (KE c m ) . At low energies, only a few percent of ionic 
product is formed. This percent increases rapidly with increasing energy or 
temperature. The atom abstraction channel is more efficient in the reaction with H 2 

than in the reaction with D ^ The efficiency of this channel for the reaction with HD 
was found to be approximately the same as measured for the reaction with H 2 . The 
fact that the branching fraction for reaction with HD is similar to that for H 2 may be 
a real effect or may arise from a small systematic error due to the fact that the HD 
experiments were performed over a year after the H 2 and D 2 experiments, which 
were conducted in the same week. No rotational energy dependence is observed for 
the branching fractions in either of the reactions with H 2 or E ^ , within our 
experimental uncertainty. 

In addition to the total branching fraction to form ionic products, the relative 
abundances of OD" and OH" in the reaction of O" with HD is of interest. We found 
that OD" is formed preferentially in this reaction. The branching ratio of OD" to OH~ 
was found to be 1.5:1, approximately independent of (KEcm) over the entire energy 
range explored, 0.038 to 0.11 eV. This preference for formation of OD" seemed 
surprising at first considering that OH" is formed more frequendy than is OD* in the 
reactions with only one isotope. The preference for O D - would be consistent with 
the fact that OD - formation is about 0.04 eV more exomermic than OH" production. 
However, this is inconsistent with preliminary results that indicate that at low 
temperature the preference for OD" production is less. If thermodynamics controlled 
the branching, a larger, not smaller, preference for OD* would be expected at low 
temperature. As will be shown below, the preference for OD" can be readily 
explained. 

The room temperature reactions of O* with H 2 and Ό2 were studied in a drift tube 
at the N O A A laboratories by McFarland et a l . , 3 6 and our results are in very good 
agreement with theirs. McFarland et al. postulated a simple mechanism to explain 
their results. This mechanism also explains the HD data. They postulated a direct 
mechanism that proceeds in two steps. The first step is atom abstraction, 
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O" + H 2 ,D 2 ,HD -> products 

ŒD 8 ο o 

+ + ο • • 

I • 

Relative Error 

ο 143 Κ H2 

• 293 Κ H2 

ο 489 Κ H2 

• 143 K D2 

• 293 K D2 

• 489 K D 
+ 300 K HD 

0.01 0.1 

(KE c m ) (eV) 

Figure 3. Rate constants for the reactions of Ο" with H2, D2, and HD as a 
function of (KE c m >. Data for H2 are represented by open circles, squares, and 
diamonds for temperatures of 143 K , 293 K , and 489 K, respectively. Data for 
D2 are represented by solid circles, squares, and diamonds for temperatures of 
143 K , 293 K , and 489 K , respectively. Data for HD are represented by 
plusses. 
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10 

Ό Ο k. Û. 
Ο 
c ο 

1 1 1 1 1—τ—I—ι 

0" + H 2 > D 2 , HD -> OH(D)- + H(D) 

-> H(D)20 + β" 

• 

ο 
ο • 

• 

+ 8 * 
0 • * + ®S * 

o o + 
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• 
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ο 489 Κ Η 2 
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• 293 Κ D2 
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Figure 4. Branching percentages for the channel to produce the total ionic 
product (OH- or OD") in the reactions of O" with H 2 , D 2 , and HD as a function 
of (KEcm). Data for H 2 are represented by open circles, squares, and diamonds 
for temperatures of 143 K, 293 K, and 489 K, respectively. Data for D 2 are 
represented by solid circles, squares, and diamonds for temperatures of 143 K, 
293 K, and 489 K, respectively. Data for HD are represented by plusses. 
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0- + H 2 -> {OH- H}. (9) 

The H atom can then quickly separate from the OH* leaving an ionic product, 

{OH- -H} ->OH- + H (10) 

or in the lifetime of the collision the OH" can associatively detach, 

{OH--H}-> H20 + e". (11) 

This simple mechanism seems to explain all of the features of the data. The 
associative detachment reaction (9 and 11) is known from separate experiments to be 
efficient.1 This efficiency explains the predominance of this channel at low energy. 
As the energy is raised, the time that the OH" and H spend near each other decreases, 
and the contribution by the OH" channel increases. The overall reaction is relatively 
efficient, and rotational energy should have litde influence. The relative branching 
fractions for the H2 and D2 reactions are explained by the ease with which the H or 
D atom can escape the initially formed {OH"—H} complex. D atoms move more 
slowly than H atoms and will not escape from the complex as quickly as the H atom. 
As a result, the complex containing a D atom will have more time to pass through the 
critical configuration(s) for associative detachment. Therefore, one expects more 
associative detachment and thus less ionic product in the D2 reaction compared with 
the H2 reaction. 

This prediction is borne out in the data. In the reaction with HD, two possible 
complexes may be formed initially. Either the D atom is transferred or the H atom is 
transferred. When the H atom is transferred to the O", a D atom is left behind. This 
complex, {OH"-D} will result in more associative detachment than the other 
complex for the reasons discussed above, and less OH" will be formed. Assuming 
that the two complexes are formed with equal probability, one predicts that ΟΓ> will 
be formed more efficientiy than OH", again in agreement with the observation. A 
rotational energy dependence similar to that observed in the reaction of 0+ with HD 
may occur in the atom abstraction step. However, such a dependence favors 
formation of OH- over OD", a preference which is not observed. Therefore, any 
rotational energy dependence in the atom abstraction step is overwhelmed by the 
preference for formation of OD* in the second step. We plan to examine the reaction 
for a small rotational energy dependence in this branching ratio in the future. In 
summary, the mechanism for this reaction, postulated almost twenty years ago, 
continues to explain all of the very detailed data observed for the isotopes of 
hydrogen. 

d) The Reaction of O" with CH2D2. The reaction of O" with CH4 produces 
OH" with a rate constant on the order of 10"10 cm3 s"1.3'4 At low energies the rate 
constant shows small negative dependences on both température and energy. Above 
approximately 0.1 eV the rate constant increases with increasing energy. In order to 
learn more about the mechanism of this reaction, we have begun a study involving 
isotopically labeled C H 4 . Preliminary results (final results were not obtained in time 
to be included in this volume) indicate that substituting D for H decreases the rate 
constant substantially. For CD4, the rate constant is on the order of a factor of ten 
lower than that for CH4. 
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We have studied the branching fraction for the reaction of O" with C H 2 D 2 , 

which produces both OH* and ΟΓ>. The results are shown in Figure 5. Plotted is the 
percent of the OH~ product formed as a function of ( K E c m ) . At low energies and 
temperatures, 90% of the total product is OH". This can be compared with the 
statistical (by number of H's or D's) prediction of 50%. Increasing temperature or 
energy decreases the OH- branching fraction. Even at ( K E c m ) approaching 0.5 eV 
the OH" product still dominates, constituting 60% of the products formed. The data 
also indicate that the branching fraction does not depend on the rotational energy or 
low frequency vibrations of the CH2D2. 

The strong preference for formation of OH" over OD" and the decrease in the rate 
constant with deuterium substitution can be explained by a barrier in the potential 
energy surface. Figure 6 shows a calculated ab initio potential energy curve for the 
reaction coordinate of the reaction of O" with CH4. The calculations were carried out 
at the HF/6-31++G(d,p) level of theory. 3 7 This curve represents the rninimum 
energy pathway along the ground { 2 Ai} surface for the reaction of O" with C H 4 
leading to OH* and CH3 products. A second reaction pathway along the first excited 
{2E} surface leads to OH and CH3- products. This latter reaction pathway was not 
energetically accessible for the range of collision energies in our studies. Figure 6 
indicates that a small barrier to the ground state reaction is found with a classical 
barrier height of approximately 0.02 eV, essentially at the zero of energy within the 
uncertainty of the calculations. The classical reaction pathway illustrated in Figure 6 
must be modified to account for quantum effects of rotation and vibration. The 
quantum corrected barrier wil l be slightly smaller than the classical barrier. 
Correlated energy calculations along this reaction pathway, which are currently in 
progress, should reduce the uncertainty in locating the barrier height to less than 
0.08 eV. 

In Table 1, we list the thermochemistry for reactions of O" with isotopically 
substituted CH4. We find that the reaction exothermicity is greatest for O" with C H 4 
and least for O - with CD4. The strong preference observed in the branching fraction 
and the decrease observed in the rate constant for abstraction with D substitution can 
be explained by zero point energy effects. The overall exothermicity3 7 for the 
reaction of O" with CH4 is 0.258 eV, while that for the reaction of O" with CD4 is 
0.205 eV, i.e., the reaction is 0.053 eV less exomermic for the perdeuterated form. 
Similar differences are found for the two channels in the reaction of O" with CH2D2, 
since the bond strengths for the C-H and C-D in C H 2 D 2 are similar to those in the 
pure isotopes. This exomermicity difference shows that the difference in zero point 
energies makes it slighdy harder to break the C-D bond than the C-H bond. This will 
be reflected in the quantum corrected barrier height. For reactions involving D 
abstraction, the barrier will be slightly higher than for reactions involving Η 
abstraction. The increased barrier height will in turn slow the rate of D abstraction 
compared to the rate of Η abstraction. This is reflected in the data in both the 
branching fraction and the rate constants. We note that Figure 6 indicates a broad 
barrier along the minimum energy reaction coordinate. This suggests that quantum 
tunneling effects are negligible for this system. 

Conclusions 

We have presented data on four reactions in which isotopic labeling is used to help 
determine the reaction mechanism. In the reaction of O" with N 2 O , the labeling of the 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
8,

 1
99

2 
| d

oi
: 1

0.
10

21
/b

k-
19

92
-0

50
2.

ch
01

5



15. VIGGIANO ET AL. Temperature, Kinetic Energy, & Rotational Temperature 241 

• 93 Κ 
• 171 Κ 
• 293 Κ 
A 563 Κ 

O + C H D ^ O H + C H D , , 
2 2 

A 

OD" + CH 2 D 

0.01 0.1 

<KEcm> (eV) 

Figure 5. Branching percentage of OH- produced in the reaction of O" with 
CH2D2 as a function of < K E c m ) . Circles, squares, diamonds, and triangles 
represent data for temperatures of 93 K , 171 K , 293 K , and 563 K , 
respectively. 
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Minimum Energy p A ^ Reaction Path for (T + C H 4 -> OH" + CH 

Figure 6. Reaction path diagram for the reaction of O" with CH4. 
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Table 1. Thermochemistry of the Reactions of Ο with CH4, CD4, and 
C D 2 H 2 . 3 7 

Reaction -AHR(eV) 
96 Κ 298 Κ 500 Κ 

O- + CH4 -» OH- + C H 3 
0.284 0.258 0.232 

O- + CD4 -> OD- + C D 3 0.232 0.205 0.188 

O- + C D 2 H 2 -» OH- + C D 2 H 0.263 0.235 0.212 

O- + C D 2 H 2 -> OD" + CDH 2 
0.257 0.231 0.210 

reactants helped to determine the relative preference for attack of the O" at the central 
and terminal nitrogens. The study did not yield unambiguous results but did indicate 
that a large fraction of the reactive encounters occurs by attack at the central nitrogen, 
in contrast with studies involving other anions reacting with N 2 O . 3 0 ' 3 1 

The reaction of 0 + with HD shows a large preference for O H + production at low 
temperatures and moderate energies. A model based on entrance channel effects 
seems to explain the data.32 The branching fraction is determined by such effects as 
the speed of the HD rotations, the torque arising from the different positions of the 
center-of-mass and center-of-polarizability, and the location of the centrifugal 
barrier. The confirmation of a rotational energy dependence in this reaction helps to 
validate the technique in which variable temperature drift tube studies are used to 
derive information on internal energy effects in ion-molecule reactions. 

The reactions of O" with H2, D2, and HD are explained by a two-step 
mechanism. The rate constants vary with the mass of the hydrogen molecule, as 
predicted by the mass-dependent collision rate, while the efficiency of the reaction 
remains constant. Isotopic effects in the branching fractions are most easily 
explained by the relative velocity of the departing Η or D atom. The slower D atom 
allows more time for the complex to assume the critical configuration(s) necessary 
for associative detachment. 

Finally, in the reaction of O" with CH4 and its deuterated analogs, zero point 
energy effects play a major role in both the observed rate constant and product 
branching fractions. The greater exothermicity of the reactions involving Η 
abstraction leads to the rate constant for CH4 being larger than that for CD4 and also 
leads to a branching fraction for the reaction with CH2D2 which greatly favors Co
production. 

The mechanisms for all four of these reactions have little in common. Taken 
together, these four studies show the utility of using isotopically labeled reactants to 
elucidate a variety of reaction mechanisms. One has only to look at other chapters in 
this volume to see more such examples. 
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Chapter 16 

Isotope-Exchange Reactions Within Gas-Phase 
Protonated Cluster Ions 

Susan T. Graul1, Mark D. Brickhouse2, and Robert R. Squires 

Department of Chemistry, Purdue University, West Lafayette, IN 47907 

The process of H/D isotope exchange within gas-phase cluster 
ions has been examined for a variety of small proton-bound cluster 
ions. Product ion distributions from low-energy collision-induced 
dissociation (CID) of partially deuterated water cluster ions reveal 
enrichment of deuterium in the neutral water products due to an 
equilibrium isotope effect wherein deuterium atoms preferentially 
occupy peripheral sites in the cluster. By comparison, product ion 
distributions from CID of partially deuterated ammonia cluster ions are 
controlled by both equilibrium and kinetic isotope effects, compounded 
by incomplete exchange within the clusters. Isotope exchange reactions 
and labeling studies have provided information about structures of 
cluster ions and mechanisms of bimolecular ion-molecule reactions. A 
summary of these studies is presented. 

Neutral clusters and cluster ions have been the subject of intensive study in the past 
decade (1Ί1). Our interest in cluster ions derives in part from their potential role as 
models for the intermediates of bimolecular ion-molecule reactions (12). The study of 
cluster ions also provides a means to bridge the gap between the properties and 
reactivities of isolated gas-phase ions and their fully solvated counterpart species in 
solution (13-17). Several years ago, we initiated a program for studying structures of 
protonated cluster ions and the mechanisms of their formation and reactions. We were 
particularly interested in small cluster ions containing one or more molecules of typical 
solvents such as water, methanol, and ammonia loosely bound to a core ion via 
hydrogen bonds or electrostatic interactions (i.e., ion-dipole or ion-induced dipole). A 
significant aspect of our cluster ion research has involved the study of kinetic and 
thermodynamic isotope effects in H/D exchange reactions of cluster ions in order to 
reveal details of their structural features and the mechanisms of their fragmentation 
reactions. 

1Current address: Department of Chemistry, University of California, Santa Barbara, CA 
93106 

2Current address: W. R. Grace, 7379 Route 32, Columbia, MD 21044 

O097-6156/92A)502-O246$06.00/0 
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16. GRAUL ET A L Gas-Phase Protonated Cluster Ions 247 

The experimental techniques employed to characterize the cluster ions include 
the use of isotope labeling and H/D isotope exchange reactions. We analyze the 
product distributions from thermal energy (-300 K) isotope exchange reactions and the 
collision energy dependence of the product distributions from low-energy collision-
induced dissociation. In this chapter, we describe studies of isotope exchange 
reactions of a variety of protonated cluster ions composed of small inorganic and 
organic molecules such as H2O, NH3, CH3CN, and CH3OH. Hydrogen/deuterium 
isotope exchange occurs within these clusters by means of reversible deuteron and 
proton transfers between the component molecules. In bimolecular reactions of these 
clusters with labeled reactants, we can observe the competition between H/D exchange 
and molecular (solvent) exchange. 

Experimental Approach 

These experiments were carried out in a flowing afterglow - triple quadrupole 
apparatus (18,19). The flowing afterglow section of this instrument is a 1-meter long 
flow reactor in which the cluster ions are generated by termolecular association 
reactions and thermalized to 300 Κ by collisions with the helium buffer gas (0.30-0.50 
torr). Reactant species can be added to the flowing gases via a series of inlets along 
the length of the flow tube, allowing for spatial and temporal separation of ion 
formation and reaction. The ions are sampled at a 1-mm orifice at the terminus of the 
flow tube and focused into a triple quadrupole mass spectrometer. The reactant ion of 
interest is mass-selected at the first quadrupole and injected into the second 
quadrupole, which is enclosed in shrouding to permit maintenance of a local pressure 
of 0.01-0.5 mtorr of reactant or collision gas. The second quadrupole thus functions 
as a collision and/or reaction chamber for collision-induced dissociation (CID) and 
activated bimolecular reactions. Product ions from reactions or fragmentations are 
mass-analyzed at the third quadrupole. 

Isotope Fractionation within Protonated Cluster Ions 

In this section, we will describe the results of several studies of the deuterium isotope 
distribution in partially deuterated cluster ions. We refer specifically to the distribution 
of deuterium among different sites within an isolated cluster ion, and not between that 
cluster ion and other neutral or ionic species present in the reaction or collision region. 
The isotope distributions are probed by means of collision-induced dissociation of the 
cluster ions. The product distributions we discuss herein correspond to those products 
formed by collision-induced dissociation (CID) that result from loss of a single 
deuterated or undeuterated molecule from a precursor cluster with a given number of 
deuterium atoms. For example, CID of the d2-water dimer cluster ion yields three sets 
of products (equation 1), and it is the significance of the relative amounts of these 
products that we will discuss. 

Water Clusters. Protonated water clusters (H20)nH + are readily formed in the flow 
tube by means of bimolecular ion-molecule reactions and termolecular association 
reactions that occur when water vapor is added into the ion source (equations 2-4; M = 
a third body in a stabilizing thermal energy collision). 

(1) 

H D 2 0 + + H 2 0 

American Chemical Society 
Library 

115S 16th St. HM» 
Washington, DC 20036 
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248 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

H 2 0 + + H 2 0 H 3 0 + + OH (2) 

H 3 0 + + H 2 0 ; — » * [ ( H 2 0 ) 2 H + ] * " 

( H 2 0 ) n H + + H 2 0 ^=+1 [ ( H 2 0 ) n + 1 H + ] * 

M 
( H 2 0 ) 2 H + (3) 

M ( H 2 0 ) n + 1 H + (4) 

Dimer, trimer and tetramer clusters (that is, (H20)2-4H+) can be formed in abundance. 
However, the pentameric cluster is detected at only a small fraction of the abundance of 
the tetramer, and larger clusters are not observed at all. The low abundance of the 
larger cluster ions is probably a consequence of thermal dissociation (20). The heat 
capacity of these clusters increases with cluster size, because the addition of each water 
ligand creates a new internal rotor and several low frequency vibrations that can store a 
significant amount of energy at room temperature. Under the pressure and temperature 
conditions of the flow tube, cluster formation is controlled by free energy. The AG of 
association decreases with increasing cluster size. At the transition from tetramer to 
pentamer, the AG of association is only 5.6 kcal/mol (27), which is probably 
comparable to the internal energy of the pentamer at 300 K. These factors preclude the 
production of clusters larger than the pentamer in our experiments. 

When (H20)nH+ clusters are allowed to react with D2O in the flow tube, rapid 
deuterium exchange ensues (22-25). The H/D exchange product distributions 
observed at low extent of reaction reveal that incorporation of a single deuterium 
occurs faster than incorporation of two, indicating that exchange occurs primarily by 
proton/deuteron transfer rather than solvent switching. Measurements by Adams, 
Smith and Henchman of the kinetics of isotope exchange in the bimolecular reactions 
of H30+ with D2O (or D3O+ with H2O) (equation 5) showed a nearly statistical 
distribution of hydrogen and deuterium in the products (25). 

This indicates that the exchange is essentially complete within the lifetime of the 
collision complex. However, close inspection of the data reveals small deviations in 
the experimental distributions from those predicted for statistical scrambling. One 
plausible reason for these differences is equilibrium isotope effects associated with the 
differences in zero-point energies between the deuterated and undeuterated species. 
The proton affinity of H2O is slightly higher than that of D2O (25). This favors 
enrichment of deuterium in the neutral reaction product. 

A useful model for the intermediate species in the bimolecular proton transfer 
reaction of H3O* with H2O is the protonated water dimer (H20)2H+. Inspection of the 
favored structures for the dimer, trimer and tetramer water cluster, as shown in Figure 
1(26-28), reveals two different types of sites occupied by hydrogens: bridging sites 
associated with the ion core and peripheral sites associated with the solvent shell (29). 
For the partially deuterated water clusters, there are, in principle, multiple isotopomeric 
structures wherein the deuterium atoms occupy bridging or peripheral sites. For 
example, the isotopomers of the d2-water dimer cluster are shown in Figure 2. 

Based on the rapidity of the H/D exchange observed by Adams et al. for the 
relatively short-lived collision complexes formed in the bimolecular reaction of H3O+ 
with D2O (25), we expect that in the the stabilized partially deuterated water clusters, 
isotope scrambling will also be complete. It seems a natural question to ask whether 
the distribution of deuterium between the different types of sites in the "completely 
scrambled" clusters is perturbed from a statistical distribution as a result of 

H 2 D O + + HOD 
(5) 

H D 2 0 + + H 2 0 
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thermodynamic (equilibrium) isotope effects. Do isotope effects lead to a measurable 
preference for deuterium occupation of a particular site - bridging or peripheral - over 
the other? 

To address this question, we carried out low-energy collision-induced 
dissociation (CID) of partially deuterated water clusters and carefully analyzed the 
product distributions for loss of neutral water as H2O, HOD, or D2O (30). The 
distributions were monitored over a range of collision energies from about 0.5 to 6 eV 
in the center of mass frame of reference. For these low-energy collisions, the average 
internal energy deposited in the clusters should scale approximately linearly with 
collision energy (31,32). Consistent with this prediction, the yield of CID products 
increases with collision energy, and the fraction of products due to loss of two or three 
neutral water molecules increases. 

The observed product distributions were close to those predicted by simple 
statistics, but showed a reproducible and experimentally significant preference for loss 
of deuterated neutral water (Figures 3-5). The distributions were reproducible within 
1-2% (which is the experimental error for these measurements) over a wide range of 
pressure conditions and collision energies. This indicates that the relative rates of 
dissociation for the different isotopomers and different sets of isotopically substituted 
products do not change measurably in the energy range of 0.5 to 6 eV. The lack of 
energy dependence suggests that we are observing a thermodynamic isotope effect. 
(Kinetic isotope effects generally are dependent on internal energy.) The neutral water 
product of CID is removed from the "solvent shell" or periphery of the cluster ion. 
Thus, the preferential loss of deuterated neutral water indicates that the peripheral sites 
of the cluster ions are enriched in deuterium. 

In bulk water, deuterium isotope fractionation is a well-known phenomenon 
manifested by enrichment of deuterium in neutral water and depletion in solvated 
hydronium ions (33-36). The equilibrium constant for the exchange reaction 6 in bulk 
water is only 0.69±0.02 at 25°C rather than 1.0 as predicted for no isotope effect (37-
40). 

This fractionation effect has been attributed to vibrational zero-point energy differences 
and to entropy effects of hydration of the ions (41-46). Fractionation has also been 
observed for H3O+ in solution with acetonitrile (47), and recent studies have shown 
that isotope fractionation occurs in the gas phase as well, with an equilibrium constant 
for gas-phase reaction 6 comparable to that in acetonitrile solution (22,23). Our CID 
results provide an indication that this fractionation effect is further reproduced within 
gas-phase cluster ions, which represent the reaction intermediates of the bimolecular 
gas-phase reactions. The enhanced loss of deuterated water from CID of the partially 
deuterated water clusters points to enrichment of the peripheral sites of the cluster ions, 
which are comparable to the neutral water component in the binary equilibrium in bulk 
solution the gas phase. 

Ammonia Clusters. From the relative rates of proton or deuteron transfer for 
reactions 7 and 8, Adams et al. concluded that the proton affinity of ND3 is higher than 
that of N H 3 (25). 

3 H 3 0 + + - D 2 0 ^ D 3 0 + + ^ H 2 0 (6) 

N H 4

+ + N D 3 N H 3 D + , N H 2 D 2

+ , N H D 3

+ 
(7) 

N D 4

+ + N H 3 ^ N H D 3

+ , N H 2 D 2

+ , N H 3 D + 

(8) 
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Figure 1. The protonated water dimer ion has a symmetrical hydrogen bond. 
The trimer and tetramer have core H 3 O ions with H2O molecules in the solvent 
shell, bound by hydrogen bonding. 
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Figure 2. Isotopomeric structures for the dideuterated (d2) water dimer cluster 
ion. Bridging and peripheral sites are indicated. 
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Number of Deuterium Atoms 

Figure 3. Water loss from the dimer cluster ion D nH5- n02 +. The statistical 
distributions are shown by open circles and dashed lines and the experimental 
distributions by closed circles and solid lines. The connecting lines are intended 
only to aid the eye in detecting trends in the deviations. 
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Number of Deuterium Atoms 

Figure 5. Water loss from the tetramer cluster ion DnHo- n04 +. Symbols are as 
described in Figure 3. 
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252 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

This ordering is the reverse of the relative proton affinities of H2O and D2O, wherein 
the deuterated species has the lower proton affinity. Thus, in contrast to the water 
clusters, one might predict that equilibrium isotope effects within partially deuterated 
ammonia clusters will result in deuterium enrichment in the bridging sites, leading to 
preferential loss of undeuterated ammonia upon CID. In view of the different isotope 
effects expected for the ammonia system compared with water clusters, it is of interest 
to examine the product distributions for CID of partially deuterated ammonia clusters. 

Qualitative observations of the H/D exchange reactions of (NH3) nH+ with ND3 
in the flow tube revealed a fundamental difference between this system and the water 
clusters. The rate at which a given (NH3) nH+ cluster ion incorporated three deuterium 
atoms in reaction with N D 3 was comparable to the rate of incorporation of one 
deuterium atom. This indicates that the lifetimes of the collision complexes are not 
long enough to allow complete scrambling in a single collision. This is consistent with 
incomplete exchange in the bimolecular reactions of NH4+ with N D 3 and ND4+ with 
NH3 (25). Thus, in this system, the rate of exchange of ammonia molecules competes 
with the rate of proton/deuteron exchange. This competition is depicted in equation 9, 
in which equation 9a corresponds to exchange of an ammonia molecule and equation 
9b to the proton/deuteron exchange. 

The product distributions from CID of the partially deuterated ammonia clusters 
were within 10% of the distributions predicted for complete scrambling of the 
isotopes. The observed deviations from the statistical distributions reflected a 
preference for loss of neutral N H 3 or ND3 relative to N H 2 D or N H D 2 (Figures 6-8). 
Such a trend is not readily explained in terms of equilibrium isotope effects. These 
product distributions are probably a result of a complex interplay of equilibrium 
isotope effects and relatively slow H/D exchange within the cluster ions. Whereas the 
former effect should result in migration of deuterium to the ion core, and consequendy 
enrichment of deuterium in the ionic products of CID, the latter effect would retard the 
H/D exchanges necessary to attain equilibrium. The observed CID product 
distributions for the partially deuterated ammonia clusters were independent of the 
cluster residence time in the flow tube for residence times between 2 and 7 msec. This 
indicates that the apparendy incomplete H/D exchange within the clusters is not a result 
of insufficient reaction time. However, if collisional stabilization of the ammonia 
cluster ions in the flow tube competes with the rate of internal H/D scrambling, we 
might expect to observe a greater population of cluster structures with intact N H 3 or 
N D 3 molecules than predicted for a random isotope distribution. These structures are 
essentially "frozen in" by the stabilizing collisions of the adduct ions with the helium 
buffer gas. 

An alternative intrepretation of the preferential loss of NH3 and ND3 is that 
H/D exchange is in fact complete, and that equilibrium isotope effects favor localization 
of hydrogen or deuterium on the same molecule. This could result i f the zero-point 
energies for the partially deuterated N H 2 D and N H D 2 species do not fall between those 
of N H 3 and N D 3 . We consider this situation improbable, but cannot rule it out. 
Accurate vibrational frequencies are required to calculate zero-point energies, but these 
are not available for N H 2 D or N H D 2 . 

In further contrast to the water system, the product distributions from CID of 
the ammonia clusters were dependent on collision energy, indicating a kinetic effect. 
Changes in the product distributions as the collision energy was decreased to 0.5 eV 
seemed to indicate a trend toward enrichment of deuterium in the ionic products (as 

(9a) 

(9b) 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
8,

 1
99

2 
| d

oi
: 1

0.
10

21
/b

k-
19

92
-0

50
2.

ch
01

6
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Number of Deuterium Atoms 

Figure 6. Ammonia loss from the dimer cluster ion D n H7- n N2 + . Symbols are 
as described in Figure 3. 

80 η 

Number of Deuterium Atoms 

Figure 7. Ammonia loss from the trimer cluster ion D n Hio- n N3 + . Symbols are 
as described in Figure 3. 
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254 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Number of Deuterium Atoms 

Figure 8. Ammonia loss from the tetramer cluster ion D n H i 3 - n N 4 + . Symbols 
are as described in Figure 3. 
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16. GRAUL ET AL. Gas-Phase Protonated Cluster Ions 255 

would be predicted from the equilibrium isotope effect). At higher energies, the 
product distributions reverted to the situation noted above, with enhanced loss of both 
NH3 and ND3 relative to statistics. The origin of collision energy dependence in CID 
product distributions can be found in the kinetics for different dissociation processes. 
At low collision energies, less energy is deposited in the cluster, and the lifetime of the 
excited species may be long enough to permit rearrangement reactions (such as H/D 
exchange) prior to dissociation. At the higher collision energies used, more energy is 
deposited such that the lifetime of the excited species may be too short to permit 
rearrangement. Under these circumstances, simple cluster bond cleavage is expected 
to dominate. (We note that CID employing very high energy collisions (>100 eV) can 
result in electronic excitation, and, for many ions, rearrangement reactions can be 
observed. Under the conditions used in this study however, the mechanism of 
excitation is most probably vibrational/rotational excitation, and the above 
generalizations concerning the energy dependence of CID product distributions should 
hold.) 

These ammonia cluster ion CID results provide an interesting contrast to the 
water cluster ion results. In both systems, we are able to make conclusions about the 
distribution of deuterium and hydrogen within the clusters. Whereas clear evidence for 
isotope fractionation is found for the water cluster ions, the results for the ammonia 
cluster ions instead seem to indicate that H/D exchange is incomplete. It seems clear 
that both kinetic and equilibrium isotope effects, as well as non-equilibrium isotope 
distributions in the reactant ions, are involved in determining the ammonia cluster ion 
CID product distributions. 

Methanol Clusters. Deuterium enrichment in the neutral products of CID has also 
been observed for methanol clusters (48). The focus of this study was elucidation of 
the mechanism of the displacement reaction 10 (49£0). 

C H 3 O H 2

+ + CH3OH ( C H 3 ) 2 O H + + H 2 0 (10) 

We examined the mechanism of this reaction by using CH3*80H2 + reactant ions and 
natural isotope abundance CH3OH to track the fate of the 1 8 0 label, and found a 2:1 
preference for loss of 1 8 0 in the neutral water product, suggesting a backside 
displacement mechanism (equation 11). 

H 
\ 

C H 3 - ^ ) H 2 ( C H 3 ) 2 O H + + H 2

1 8 0 

C H i 

The bimolecular reaction of CH3i»OH2+ with CH3OD yielded the same 2:1 ratio for 
distribution of the ™0 label between the protonated dimethyl ether and water products, 
but a nearly statistical distribution of hydrogen and deuterium (equation 12). 

f (CH 3 )20H + + H 1 8 O D 

( C H 3 ) 2 O D + + H 2

1 8 0 

(CH 3 ) 2

1 8 OH* H + HOD 

L (CH 3 ) 2

1 8 OD + + H 2 0 

C H 3

1 8 O H 2

+ + C H 3 O D (12) 
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256 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

We examined the product distribution from CID of the singly deuterated methanol 
dimer cluster ion, and found that it agreed within 5% with the statistical H/D 
distributions for both direct cleavage and displacement products (equation 13). 

The branching between cluster bond cleavage channel (a) and displacement channel (b) 
in equation 13 was dependent on collision energy, but the relative quantities of H - and 
D-labeled products within each channel were independent of collision energy. For the 
di-dimer, about twice as much CH3OHD+ was formed as CH30H2+, and about twice 
as much (CH3)20H+ was formed as (CH3)20D+. These near-statistical product ratios 
were reversed for the d2-dimer, as expected. However, small deviations from a 
statistical distribution of H/D isotopes between the products in each channel were 
observed, and these corresponded to deuterium enrichment of 2-5% in the neutral 
products. As with the water cluster ions, these results may be due to an isotope effect 
that favors deuterium fractionation into the neutral products. The results suggested that 
H/D scrambling in this reaction is facile and moreover can continue subsequent to 
displacement, leading to a near-statistical distribution of hydrogen and deuterium but a 
nonstatistical distribution of the oxygen label. 

These studies demonstrate that low-energy collision-induced dissociation can 
be a sensitive probe of the distribution of hydrogen and deuterium within 
proton/deuteron-bound clusters. We have seen that equilibrium isotope effects 
associated with isotopomeric forms of cluster ions can control the distribution of 
hydrogen and deuterium within cluster ions. Such effects are analogous to the 
equilibrium isotope effects associated with differing zero-point energies of the 
separated products and reactants. It is intriguing to speculate that the isotope effects 
noted for water and methanol clusters may be general for many alcohol cluster ions 
(perhaps both positive and negative ions), in which proton transfers are facile (51-53). 
Similarly, other amine clusters might be characterized by relatively slow proton 
exchanges, in analogy with the ammonia system. These experiments provide a means 
to address such questions. 

Isotope Exchange Reactions within Protonated Cluster Ions 

Water/Ammonia Cluster Ions. An interesting extension of our studies of isotope 
fractionation in partially deuterated water and ammonia clusters is the mixed ammonia-
water system. When (NH3)nH+ clusters were allowed to react with H2O in the flow 
tube, solvent exchange reactions were not observed, consistent with the endothermicity 
of the reaction for small clusters (54,55). However, when (NH3)nH+ clusters were 
allowed to react with D2O in the flow tube, H/D exchange into the clusters was 
observed, clearly indicating that D2O molecules are incorporated at least into the 
transient intermediates of the exchange reactions. It is probable that the reason that 
(H20)(NH3)nH+ cluster ions were not observed in the reaction of (NH3)nH+ with H2O 
is not that such species are not formed, but that they undergo rapid reactions with NH3 
to switch out H2O. In order to form mixed clusters of NH3 and H2O, a large excess 
of H2O must be present to drive the equilibrium shown in equation 14 toward the 
mixed clusters. 

d j - ( C H 3 O L ) 2 L + 

L = H,D 
(13) 
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16. G R A U L E T A L . Gas-Phase Protonated Cluster Ions 257 

( N H 3 ) n H + + H 2 0 ( N H 3 ) n . 1 ( H 2 0 ) H + + N H 3 (14) 

For the reaction of (NH3) nH+ with D 2 O , it cannot be determined simply from 
the masses of the exchange products whether D 2 O is incorporated into the stabilized 
partially deuterated clusters (as opposed to transient reaction intermediates). For 
example, the nominal masses of a dn-ammonia dimer and a dn-i-ammonia/water dimer 
are equal, and these clusters are not resolved in a quadrupole mass spectrometer. 
However, CED can be used to distinguish these species. Shown in Figure 9 is the 
product distribution for loss of 17, 18, 19, and 20 amu from the trimer cluster ions 
formed in the reaction of (NH3) nH+ with D 2 O . These neutral losses correspond to 
N H 3 (17 amu), N H 2 D or H 2 0 (18 amu), N H D 2 or HOD (19 amu), and N D 3 or D 2 0 
(20 amu). In Figure 9, we indicate the mass of the precursor cluster ions rather than 
the number of deuterium atoms in the clusters because of the possibility of D20-uptake 
by the ammonia clusters. For example, a cluster of mass 56 could be 
d4-(ammonia)3H+ and/or d3-(ammonia)2(water)H+. For comparison, the experimental 
distributions are compared to the predicted products from CID of pure ammonia cluster 
ions with statistical distributions of hydrogen and deuterium. It is clear that the CID 
results for the products of the (NH3) n H+/D 2 0 reactions differ significantly from those 
observed for the partially deuterated ammonia cluster ions discussed above and shown 
in Figures 6-8. The intensity of the CID product ion from loss of 20 amu is greatly 
enhanced relative to the statistical prediction, and furthermore is considerably more 
prominent than the corresponding product ion from CID of the partially deuterated 
ammonia cluster ions discussed above. 

When the (NH3)2(H20)H+ cluster is subjected to low-energy collision-induced 
dissociation, the product resulting from single ligand loss is almost exclusively 
(NH3)2H+. By analogy, the the enhanced loss of 20 amu indicates that D 2 0 has been 
incorporated into the clusters. Moreover, the data shows that H/D exchange is far 
from complete. Thus, we can conclude that in the partially deuterated mixed clusters 
formed by reaction of (NH3)nH+ with D 2 0 , the deuterium atoms remain largely on the 
water molecules. This, in turn, indicates that collisional stabilization of the nascent 
mixed ammonia/water clusters in the flow tube competes with H/D exchange. 

The fact that loss of 18 and 19 amu is also observed for CID of the mixed 
N H 3 / D 2 0 clusters indicates that H/D exchange does occur, albeit slowly. It has been 
demonstrated that nominally endothermic proton transfers can occur within collision 
complexes formed in bimolecular ion-molecule reactions, where the energy necessary 
to drive the reaction is provided by electrostatic interactions (56-58). Proton transfer is 
40 kcal/mol endothermic for reaction 15 (59), but the energy provided by the 
interaction between NH4+ and D 2 0 is only half as large (54), and thus inadequate to 
drive exchange. 

However, proton transfer between ammonia and water moieties within larger clusters 
is less endothermic (29), and can be driven by the combination of the solvation energy 
associated with the additional ligands and the electrostatic interaction energy between 
the (NH3)nH+ and D 2 0 reactants. As noted above, the observation of deuterated 
product ions from CID of the mixed trimer indicated that H/D exchange had indeed 
occurred. The H/D exchange is far from complete, and the deuterium atoms generally 
remain on the water moiety within the cluster. This is almost certainly a kinetic effect 
associated with the nominally endothermic proton/deuteron transfer from the 
ammonium ion core to water within the clusters, which is a required step in isotope 
scrambling. 

N H 4

+ + D 2 0 D 2 O H + + N H 3 (15) 
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Figure 9. Neutral ligand loss from partially deuterated mixed clusters of 
ammonia and water. Shown for the purpose of comparison are the are statistical 
distributions predicted for loss of ammonia from partially deuterated ammonia 
cluster ions (open symbols and dashed lines). Closed symbols are experimental 
distributions, (a) Circles correspond to loss of 17 amu (NH3) and squares to 
loss of 20 amu (D2O or ND3). (b) Circles correspond to loss of 18 amu (NH2D 
or H2O) and squares to loss of 19 amu (NHD2 or HOD). 
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Acetonitrile/Water Clusters. Deuterium exchange reactions were utilized in a 
study of the structures of acetonitrile-water clusters (CH3CN) n (H20) m H+ (60). In 
this study, results of energy-resolved CID provided support for theoretically predicted 
cluster structures, which contain a core H3O»- ion for η + m = 3,4 (Figure 10) (55). 
These structures are favored by the improved hydrogen-bonding capability of an Η3θ+ 
ion in comparison to CH3CNH+. Alternative structures with core CH3CNH+ ions 
require hydrogen bonding through the methyl group (Figure 6), which is probably a 
relatively weak interaction (61-63). Reaction of D2O with (CH3CN)3(H20)H+ in the 
flow tube resulted in only three rapid deuterium exchanges. Collisional activation of 
the (CH3CN)3(H2OD+), (CH 3CN)3(HOD2+), and (CH3CN)3(D3<>) clusters formed 
by this reaction resulted in loss of acetonitrile and water in sequential desolvation 
steps. Acetonitrile was always lost as CH3CN whereas the neutral water products 
were H2O, HOD, or D20 depending on the deuterium content of the cluster. These 
results are consistent with no isotope exchange occurring into the methyl group of the 
acetonitrile ligands. 

Conclusions 

Through the use of the technique of low-energy collision-induced dissociation, we 
have found evidence for an equilibrium isotope effect that causes preferential migration 
of deuterium to the periphery of partially deuterated gas-phase water cluster ions. This 
fractionation process is reflected in enrichment of deuterium in the neutral products of 
dissociation. A reversal of this isotope effect is expected for ammonia clusters, but 
CID of these species reflects additional kinetic effects, not observed for water clusters, 
that prevent complete equilibration of the cluster isotopomers and lead to energy-
dependent CID product distributions. Fractionation in the methanol system parallels 
the water system, in that the neutral products of CID are deuterium-enriched. In 
contrast to die facile exchange in each of these systems, H/D exchange within mixed 
cluster ions of water and ammonia is inefficient, such that the deuterium label remains 
predominantly on the same moiety in which it first entered the cluster ion. For mixed 
acetonitrile/water clusters, H/D exchange involves only the hydroxyl sites of the water 
ligands; exchange into the methyl group of acetonitrile is not observed. 

P H 2 

Η Η Η 
C H 3 C N H — C M - CH 3CN H—CM- C H 3 C N - — Η — 0 + 

Η Η Η 

ΟΗ 2 N Œ H 3

 B H 2 

NCCH 3 NCCH 3 

Η Η 
CH3CN—-Η—Ο + CH 3CN Η—Ο + 

\ \ 
Η Η 

Ο Η 2 NCCH 3 

Figure 10. Although acetonitrile is a stronger base than water, the core ion in 
many mixed acetonitrile-water clusters is H3O+, which can form networks of 
strong hydrogen bonds. 
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Chapter 17 

Mechanisms for Isotopic Enrichment 
in Photochemical Reactions 

Moshe Shapiro 

Chemical Physics Department, Weizmann Institute of Science, Rehovot, 
76100 Israel 

We review the natural processes by which isotopic enrichment occurs in pho
todissociation processes. Special emphasis is given to the role of vibrational 
excitation in promoting isotopic selectivity. Examples include the HI/DI pho
todissociation, the role of vibrational excitation in CH3I and the competition 
between the breakup of the HO and DO bonds in the B-continuum photodisso
ciation of HOD, 

Η + O - D <--  H  -  O  -  D --> H - O + D. 

It is shown that excitation of either the OD or OH stretch modes results in 
a dramatic inhibitory isotopic effect. 

The issue of isotopic enrichment while fragmenting a a polyatomic molecule 
is closely related to the issue of mode specificity. If one is able to preferen
tially dissociate one mode then one is also able to distinguish between different 
isotopes. In photodissociation, mode specificity can be achieved either by a 
process of pre-selection i.e., by dissociating an initially excited molecule, or by 
post-selection in which one excites to a mode that is inclined to dissociate to 
the desired product. (In recent years, an alternative route has also emerged 
in which one attempts to use the light's phase-coherence to control dissocia
tion processes.(1,2) This method falls under the category of pre-selection for 
scenarios(l) involving the dissociation of a linear combination of excited states, 
or post-selection for scenarios(2) where one dissociates the same state via two 
different paths). 

Before treating a polyatomic molecule it is worthwhile to examine diatomic 
molecules. For ground state diatomic molecules, the main isotope effect may be 
termed an "edge effect", because it is observed in the wings of the absorption line. 
Basically, the ground vibrational wavefunction of the lighter isotope extends 
more in coordinate space than the heavier isotope. This effect is mainly due to 

0097-6156/92A)502-0264$06.00/0 
© 1992 American Chemical Society 
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17. SHAPIRO Mechanisms for Isotopic Enrichment 265 

the ability of the lighter isotopic molecule to tunnel more deeply into the non-
classical regions. To a lesser extent the effect is also felt in the classically allowed 
region: Given the same set of quantum numbers, the energy of the lighter isotope 
is higher, hence the volume occupied in coordinate space is larger. As a result, 
when the molecule is photodissociated, it follows from the reflection behavior(3) 
(which is substantiated by exact calculations, (cf. Ref. 4), that the absorption 
cross-section of the lighter isotope extends further to the red and further to the 
blue than that of the heavier isotope. 

In the wings of the absorption we therefore expect to see preferential disso
ciation of the lighter isotope, whereas in the center of the absorption line the 
heavier isotope is preferred. The light-to-heavy isotopic ratio increases dramat
ically in the far wings, where the effect increases exponentially because of the 
fall-off of the absorption cross-section itself. In contrast, the isotopic ratio in 
the center (which favors the heavier isotope) is not very dramatic. 

An example of this type of effect is given in Figs. 1,2 (taken from Ref. 5) 
and Figs. 3,4, where the absorption of HI is compared with that of DI. In Fig. 
1,2 we show the partial absorptions due to the individual (decoupled) excited 
electronic states for both HI and DI. In Figs. 3,4 we display the HI/DI branching 
ratio and total absorption for the fully coupled case. (Details of the potential 
curves and the coupling between them are given in Ref. 5). Figure 3 depicts the 
photodissociation branching ratio from the ground state and Fig. 4 does the 
same for the first excited state. 

Clearly, for both ground and first excited vibrational states, the absorption 
spectrum associated with the lighter isotope is much broader in frequency, re
sulting in a large isotope effect at the edges. For the first excited state the 
absorption has a pronounced minimum, corresponding to the node in the wave-
function. Because this node occurs near the equilibrium separation (which is 
identical for both isotopic molecules) and this gets mapped, by the reflection 
approximation, to the same frequency in the absorption line, there is very little 
isotopic discrimination in the line center, even for the excited state. 

An additional isotopic effect exists if dissociation is not direct and relatively 
long-lived resonances (predissociations) appear in the spectrum. In this case it 
may be possible to tune directly to the resonance of one isotopic molecule in 
preference to another. This is an example of a "post-excitation" effect which is 
termed thus because it depends on properties of the continuum wavefunction to 
which the molecule has been excited. In contrast, the threshold effect discussed 
above may be classified under "pre-excitation" because it mainly depends on 
the shape of the wavefunction before the excitation act. 

When a diatomic is (vibrationally) excited, the main isotope effect is also 
an "edge effect". The extension of the excited wavefunction in coordinate space 
exceeds that of the ground wavefunction. Accordingly, the absorption spectrum 
spreads out in frequency space, both to the red and to the blue. The red-shift 
of the onset of absorption due to this effect exceeds by far the shift caused by 
the mere increase in the initial energy. This enables one to achieve isotopic 
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266 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

30000 35000 40000 45000 50000 
EXCITATION ENERGY (CM-1) 

Figure 1. Decoupled partial and total photo-absorption cross-sections for HI. 
The total cross-section, marked as , is compared to the experimental points of 
ref. 19, marked as • . Partial cross-sections due to the individual electronic states 
are marked as: (....) 3 Π χ ; (_.._..) 3Π«; ( ) 3 Σ , ; (_._.) ! Π . (Reproduced with 
permission from ref. 5. Copyright 1988 American Institute of Physics) 

30000 35000 40000 45000 50000 
EXCITATION ENERGY (CM-1) 

Figure 2. Decoupled partial and total photo-absorption cross-sections for DI. 
The total cross-section, marked as , is compared to the experimental points of 
ref. 19, marked as • . Partial cross-sections due to the individual electronic states 
are marked as: (....) ^U^ (_··_··) 3Πρ; ( ) 3 Σ . ; (_._.) 1 Π. (Reproduced with 
permission from ref. 5. Copyright 1988 American Institute of Physics) 
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17. SHAPIRO Mechanisms for Isotopic Enrichment 267 

1 6 -π 

3 0 0 0 0 3 5 0 0 0 4 0 0 0 0 4 5 0 0 0 5 0 0 0 0 5 5 0 0 0 6 0 0 0 0 6 5 0 0 0 

Energy ( c m l ) 

Figure 3. Branching ratio and total absorption of HI and DI from the ground (v 
= 0) vibrational state. 

HI absorption cross-section (in arbitrary units) 
-*-*-*-* DI absorption cross-section (in arbitrary units) 
— • — • H/D branching ratio. 
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268 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

1 6 - , 

3 0 0 0 0 3 5 0 0 0 4 0 0 0 0 4 5 0 0 0 5 0 0 0 0 5 5 0 0 0 6 0 0 0 0 6 5 0 0 0 

Energy ( c m *) 

Figure 4. Branching ratio and total absorption of HI and DI from the ground (v 
= 1) vibrational state. 

HI absorption cross-section (in arbitrary units) 
-*-*-*-* DI absorption cross-section (in arbitrary units) 
— • — • H/D branching ratio. 
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17. SHAPIRO Mechanisms for Isotopic Enrichment 269 

selectivity by first frequency-tuning to excite one isotope and then dissociating 
exclusively the excited molecules. 

The increased extension of a wavefunction upon excitation is also at the 
heart of many polyatomic selective bond breaking processes, discussed in more 
detail below. All the processes studied to date(6-12), ultimately rely on edge 
type effects, and they amount to enhancing the dissociation of one species while 
leaving the competing process virtually the same. Below we show that an al
ternative effect in which one inhibits the dissociation of one bond while leaving 
another unchanged also exists and leads to an even greater selectivity. 

In isotopically pure polyatomic molecule the isotope effect results from the 
competition between different molecules. This case has a lot in common with 
diatomic molecules because the effect depends on the global aspects of tunneling 
and they also apply to polyatomic molecules. An isotopically impure polyatomic 
molecule is more complicated, because in that case the isotopic effect depends on 
an intramoiecuiar competition between the dissociation rates of different bonds. 
This effect involves the full complexity of intramolecular dynamics. 

We follow the evolution of the effect from diatomic molecules to polyatomic 
molecules by first looking at the pre-excitation process itself. In Figs. 5 and 6 
we display the "photofragmentation maps"(13,14), of CH 3I. Photofragmentation 
maps are continuous interpolations of the (discrete) set of partial cross-sections, 
plotted as a function of the total energy and the fragment internal energy. The 
maps shown in Figs. 5 and 6 are for CH 3I in its ground and first excited vibra
tional state. The internal energy is that of the C H 3 umbrella-like vibration. 

Figs. 5 and 6 clearly demonstrate the generalization to the polyatomic do
main of the diatomic reflection principle(3). The ground-state map, shown in 
Fig. 5, mimics the shape of the ground state nuclear probability-density as a 
function of the C-I bond and the C-H3(c.m.) distance. The first excited state 
map mirrors the image of the nuclear density of that initial state because it has 
a node running almost perpendicular to the total energy axis. 

As in the diatomic case, the absorption cross-section of the excited state 
clearly extends over a wider frequency range. The excitation of the C-I stretch 
results in enhanced photodissociation probabilities at the wings of the absorp
tion. Both the inhibitory effect of the node and the enhancement due to the 
frequency spread are not expected to be mode specific: They inhibit or en
hance the act of photon-absorption but they will not in general change the final 
quantum state. 

It can be shown(14) that excitation of another mode, e.g., the C-H 3 umbrella 
motion results in a map whose node runs parallel to the total energy axis. It 
is therefore impossible to find a wavelength which inhibits the entire photon 
absorption but the excitation is expected to be state specific, as some final 
quantum states will be turned off. 

The pre-excitation patterns discussed here result in isotopic selectivity for 
molecules, such as HOD, containing two isotopes. This molecule has been stud
ied both theoretically(6,7,8) and experimentally(9-12). Most of these studies 
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270 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

CH3(V)• ! (1 /2 ) PARALLEL 

ο 
LO 

I 1 1 1 1 1 I r ro 
0 1 2 3 4 5 6 7.00 

V 

Figure 5. Photofragmentation map for the photodissociation of the ground 
vibrational state of CH-I, via the parallel component of the transition dipole 
moment: CHLI -» CH 3(v) + I* 2P 1 / 2)- (Reproduced with permission from ref. 14. 
Copyright 1986 American Institute of Physics) 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
8,

 1
99

2 
| d

oi
: 1

0.
10

21
/b

k-
19

92
-0

50
2.

ch
01

7



17. SHAPIRO Mechanisms for Isotopic Enrichment 271 

CH3(V)•!(1/2) PARALLEL 

I 1 1 1 1 1 I r co 
0 1 2 3 4 5 6 7 

V 

Figure 6. The same as Fig. 5 for dissociation from the first excited vibrational 
state (v = 1 of the C-I stretch) of CH 3 I . (Reproduced with permission from ref. 
14. Copyright 1986 American Institute of Physics) 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
8,

 1
99

2 
| d

oi
: 1

0.
10

21
/b

k-
19

92
-0

50
2.

ch
01

7



272 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

concentrated on the Α-system dissociation of HOD. It was shown that due to 
the local nature of the OH and OD bonds, an excitation of a stretch mode re
sults in elongation of either an OH or an OD bond. As discussed above, such 
elongations result in a strong increase of the absorption at the edges. More 
importantly, because of the local nature of the excitation, the HOD molecule 
can be thought of as a direct product of an OH and OD molecules. Thus, in 
general, the bond that has been elongated is the one to be dissociated. However, 
as pointed out by Imre and Zhang(7) and by Bar et al.,(12) the effect is more 
pronounced for OH(v = 1) than for OD(v = 1). In order to see the effect for 
OD at threshold energies the OD bond must be elongated more than the OH 
bond (e.g., by exciting HOD to the (4,0,0) level(7,ll)). This is due to the lesser 
penetration of the continuum wavefunction to the D+OH part of configuration 
space, as compared to the H+OD part, at threshold energies. 

The effect of vibrational excitation on the HOD B-system was also studied(6), 
but so far only for excitations in the bend mode. In the B-Continuum most of the 
action is in the bending mode. This is illustrated in Fig. 7 - taken from Ref. 6-
where the potential surface of the B(* A') state of H2O is plotted as a function of 
the R - the H-OH(c.m.) distance and 7 = cos _ 1(R · γοη) · Clearly the molecule 
feels a strong torque towards the collinear configuration as the molecule falls 
apart, hence the prominent role of the bending mode in the dissociation. 

In Fig. 8 (taken from Ref. 6) we show the calculated absorption spectrum 
and the D+OH(A 2E)/H+ΟΌ(Α 2Σ) fragmentation ratio for ground state HOD. 
Because of the existence of resonances, which were postulated(6) to be linked 
to the existence of long-lived trajectories, (a schematic illustration of such tra
jectories whose existence was later verified(15), is shown in Fig. 7 ), a strong 
frequency-dependent isotope effect exists. Because both channels are discon
nected in the threshold region (the barrier for the D + OH—>H + OD exchange 
reaction in the B-state is estimated to be £sl-2eV(16)), each arrangement gives 
rise to a separate set of resonances. These resonances vary both in width and 
in position, hence a strong "post-excitation" isotope effect can be found. 

The calculations presented here are for the J = 0 —• J = 1 case. For room 
temperatures and even for supersonically cooled beams many more initial rota
tional states must be considered. When this is done, the resonance structure is 
expected to become less distinct and we essentially lose our ability to selectively 
dissociate one bond in preference to another by mere frequency tuning. It is of 
interest to see if one can find a more global effect which does not depend on the 
resonance structure. 

Such effect is demonstrated in Fig. 9 where the photodissociation from the 
excited (1,0,0) state of HOD (basically the OD oscillator in its first excited state) 
is shown. The calculations were done using the artificial channel method(17) 
with a logarithmic-derivative propagator(18). Clearly the excitation of the OD 
stretch has resulted in an enormous isotope effect which favours the D-f OH 
arrangement by two orders of magnitude! A close look at the absolute value 
of the cross-section for the D+OH production reveals that in fact it has not 
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17. SHAPIRO Mechanisms for Isotopic Enrichment 273 

Figure 7. The B(l A') excited surface of water as a function of R> the H-OH(c.m.) 
distance, and 7, the angle between R and r Q „ . Also shown are two schematic 
trajectories both involving concerted bend ana stretch motions, one displaying a 
direct dissociation route and one a compound process. (Reproduced with 
permission from ref. 6. Copyright 1982 American Institute of Physics) 
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274 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

CO 

FREQUENCY (cm-') 

Figure 8. Calculated absorption spectrum and D + OH vs. H + OD isotopic 
ratio for the threshold region of absorption of HOD in the B-continuum. 
(Reproduced with permission from ref. 6. Copyright 1982 American Institute of 
Physics) 
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a ο 

GO 
I 

1 4 0 -η 

1 2 0 Η 

0 0 

8 0 

6 0 Η 

40 Η 

2 0 

0 
7 1 2 7 1 4 71 6 7 2 4 7 2 6 7 2 8 7 1 8 7 2 0 7 2 2 

Energy( 100cm !) 

Figure 9. Calculated absorption spectrum and D + O H vs. Η + OD isotopic 
ratio for the HOD(1,0,0) state. (Reproduced with permission from ref. 6. 
Copyright 1982 American Institute of Physics) 

increased much as compared to photodissociation of HOD from its ground (0,0,0) 
state. What the excitation has done is to inhibit the H+OD channel. 

When we photodissociate an HOD molecule in which the OH bond is excited, 
(this is achieved by looking at the (0,0,1) state), we see the opposite effect: As 
shown in Fig. 10, this time the D+OH channel is inhibited. The yield of the 
D+OH channel is two-orders of magnitude smaller than that of the H+OD 
channel. 

In Fig. 11 we illustrate the underlying mechanism for this inhibitory effect 
for the case in which the O-D oscillator is excited. Shown are schematic diagonal 
(averaged over the vibrational (O-D) coordinate) channel potentials as a function 
of the reaction (O-H) coordinate, for the ground and excited surfaces. Also 
shown are the components of the (bound and dissociative) wavefunctions in 
each channel. 

As shown in Fig. 11, there is good overlap along the reaction-coordinate 
between the bound and continuum wavefunction components. Hence the origin 
of the inhibitory effect is not in (OH) reaction coordinate but in the (OD) vibra
tional coordinate: In the B-state, the OD bond characteristics (the equilibrium 
position and the vibrational frequency) are very similar to those of the ground 
(X) state of HOD or free OD. As a result, neither the dissociation process nor 
the optical transition can couple different vibrational channels. Excitation of 
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276 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

30 - , 

7 0 2 70 4 7 0 6 7 0 8 7 1 0 7 1 2 7 1 4 7 1 6 7 1 8 

E n e r g y ( 100cm *) 

Figure 10. Calculated absorption spectrum and D + O H vs. H + OD isotopic 
ratio for the HOD(0,0,1) state. (Reproduced with permission from ref. 6. 
Copyright 1982 American Institute of Physics) 

i . o — i 

- 0 . 2 H 1 i = 1 Ί 
1 . 0 1 . 5 2 . 0 2 . 5 3 . 0 

R ( H - o ) i n A . u . 

Figure 11. Schematic illustration of the diagonal channel-potentials and 
vibrational wavefunctions for the ν = 0 and ν = 1 states of OD. 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
8,

 1
99

2 
| d

oi
: 1

0.
10

21
/b

k-
19

92
-0

50
2.

ch
01

7



17. SHAPIRO Mechanisms for Isotopic Enrichment 277 

the OD bond to ν = 1 puts the molecule in a subspace which is essentially de
coupled from the H + ΟΏ(ν = 0) channel. The molecule would dissociate to the 
H -j- OD(v = 1) channel, but this channel is closed for Eav < 2770cm-1 where 
Eavj the available energy, — hv — Eth with Eth being the threshold energy for 
dissociation in the B-state (to H+0D(J4 2E)). Thus the excitation completely 
turns-off the H + OD channel, leaving the D + OH channel as the only possi
bility. 

As shown in Fig. 10, the reverse applies when we dissociate the (0,0,1) state, 
which is essentially a pure OH(v = 1) local mode: The D + OH channel is 
inhibited, leaving the H + OD channel as the only possibility. 

The effects predicted here for the B-state photodissociation of HOD are not 
really "edge-effects". It is true that the effects shown in Figs. 9 and 10 would 
disappear with the opening of the ν = 1 channel, but we can easily maintain the 
effect even at higher energies by considering pre-excitation to the ν = 2 channel 
etc... The inhibitory effect discussed here, besides being more dramatic then the 
enhancement effect of the A-state(7, 8,11) can therefore be made to operate at 
energies where the photo-absorption cross-section is at its peak. 

Extension of our calculations to higher energies for higher pre-excitation 
states and the use of coherent control techniques to modify the H/D branching 
ratio will be reported shortly. 
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Chapter 18 

State-Selected Dissociation of trans-HONO(Ã) 
and DONO(Ã) 

Effect of Intramolecular Vibrational Dynamics 
on Fragmentation Rate, Stereochemistry, and Product Energy 

Distribution 

R. Vasudev, S. J. Wategaonkar1, S. W. Novicki2, and J. H. Shan 

Department of Chemistry, Rutgers-The State University of New Jersey, 
New Brunswick, NJ 08903 

The effect of coupling between vibrations on state-to-state 
photodissociation dynamics is probed through experiments on 
fragmentation of the Ã1A" state of trans HONO and its isotopic 
cousin DONO. Specific N=O stretching vibrational levels are 
excited in each case and the dissociation dynamics is probed 
through laser excitation, polarization and sub-Doppler 
spectroscopy of the ejected OH (OD) fragment. The optically 
excited -N=O stretching vibration v2 is coupled to the central 
O-N coordinate v4 (the recoil coordinate) and thus influences 
the fragmentation rate and OH (OD) recoil energy. In trans 
DONO(Ã), the v2 vibration is accidentally in resonance with 
the in-plane DON angle-bending vibration v3. Thus, v2 in DONO 
is coupled to v3, in addition to v4. This coupling influences 
the rotational energy and anisotropy of the ejected OD 
fragment because the bending vibration v3 evolves into in
-plane fragment rotation. Thus, the OD fragment is more 
rotationally excited and its motion is more frisbee-like than 
OH ejected by HONO. 

An issue of basic interest in state-to-state chemistry is whether 
different states (especially vibrational states) of a reactant can 
influence various aspects of reactivity such as rates, product state 
distributions and anisotropics in a state-specific manner. It is easy to 
visualize such effects in a photodissociation process. Vibrational 
state-dependence of dissociation rates might be expected if the excited 
vibration is coupled to the reaction coordinate. The photoselected 
vibration may also leave a discernible fingerprint on other aspects of 
reactivity such as the energy content or anisotropic motion of a product 

1Current address: Chemistry Department, Kansas State University, Manhattan, KS 66506 
2On leave from the U.S. Air Force Academy, Colorado Springs, CO 80840 

0097-6156/92/0502-0279$06.00/0 
© 1992 American Chemical Society 
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280 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

if it is coupled to a parent motion that evolves into a degree of 
freedom of the fragment. Photodissociation experiments on weakly bound 
states of molecules with four or more atoms are especially attractive in 
this regard because of the possibility of probing the consequences of 
V-»T and V-»V type energy transfer processes induced by coupling between 
vibrations in the parent molecule. 

In this chapter, we address the above issues through dissociation 
of the A1 A" state of -trans HONO and its isotopic cousin DONO (1^6). This 
is an especially attractive system because the Â1A"-X1A' transition is 
accompanied by considerable vibrational structure, thus offering a wide 
selection of initial conditions for state-selected photodissociation 
experiments. In addition, the optically excited vibration in HONO(A) and 
DONO(A) is coupled to other vibrations that might be expected to leave a 
significant fingerprint on the fragmentation rate, energy distribution 
and motional anisotropy of the OH and OD photofragments. To orient the 
reader, we list the normal vibrational modes of HONO in Table I. 

Table I. The normal vibrations of HONO. 
Mode Principal nuclear motion 

Vl O-H stretch 
»2 N=0 stretch 
*3 ΝΟΗ bend 
*4 O-N stretch* 
^5 ΟΝΟ bend 
^6 O-H torsion 

*The fragmentation coordinate 

The HONO A1A,,-X1A' transition involves excitation of a nonbonded 
electron on the terminal oxygen to the lowest NO π* orbital, and is 
accompanied by an extension of the terminal N=0 bond (7-9). The A-X 
absorption is thus accompanied by a progression in the N=0 stretching 
vibration v2. The excited state is located well above the dissociation 
threshold (~2.1 eV) of the central O-N bond and is very short-lived, 
lasting from £1 to ~4-5 v2 vibrational periods. It is interesting that 
although the Â-X excitation is localized on the N=0 chromophore, a large 
fraction of the available energy appears in the form of fragment recoil 
(i.e., along the O-N coordinate, i>4), suggesting a coupling between v2 

(the N=0 coordinate) and i>4. This is also corroborated by the facts that 
(a) the N=0 vibrational frequency in HONO(A) is very different from that 
in the free NO(X2IT) radical, and (b) widths of the HONO Â-X vibronic 
features decrease with increasing v2 content. These observations were 
previously interpreted by us (4) in terms of an excited state potential 
energy surface (PES) in which, in addition to the v2-v^ coupling, there 
is a bottleneck in the exit channel. The PES shown in Fig. 1 is similar 
to that proposed previously (4), and is analytically generated to mimic 
the general shape of the bottleneck in the approximate ab initio surface 
calculated recently by Hennig et al. (9). A consequence of the 
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VASUDEV ET AL. State-Selected Dissociation ofHONO(A) & DONO(A) 281 

R 0 - N 

Figure 1. Contour diagram of the A state potential energy surface 
showing the coupling between the terminal N=0 and central O-N 
coordinates. The predominant change accompanying the A-X transition 
is a lengthening of the N=0 bond. Thus, trajectories on the A state 
PES start near the inner turning point along the N=0 coordinate. 
Trajectories with a low v2 content are quickly guided by the surface 
topology from the FC region towards the exit-channel, as depicted. 
By contrast, trajectories with a large initial kinetic energy along 
the N=0 coordinate are temporarily trapped in the FC region due to 
the exit-channel bottleneck. Thus, the dephasing and fragmentation 
times decrease with increasing v2 excitation. 
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282 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

bottleneck in the PES is that although trajectories with a small initial 
kinetic energy along the N=0 coordinate (i.e., with low v2 excitation) 
are guided promptly through the exit channel, as depicted in Figure 1, 
trajectories with a higher v2 excitation are temporarily trapped in the 
Franck-Condon (FC) region. Thus, the number of recurrences through the 
FC region increases, the resonance width decreases, and the 
fragmentation rate decreases with increasing v2 excitation, as observed 
(4,5). Similar effects have been observed in the case of trans DONO. 
Another consequence of the A state PES topology depicted in Fig. 1 is 
that the partitioning of available energy into the recoil of OH (OD) and 
NO products (ν2-*νΛ "V->T" energy transfer) and vibration of the NO 
fragment is a strong function of the parent v2 content. We have recently 
probed this effect through high-resolution sub-Doppler spectroscopy of 
OH ejected by 0°, 21, 22, 2 3 and 2 4 states of HONO (5). These 
experiments furnish information on energy transfer effects and 
fragmentation time-scales. Our results, together with those of Dixon and 
Riley (10) on energy distribution in NO ejected by HONO (22), provide 
tests for the recent trajectory calculations of Hennig et al. (9). We 
find that the extent of V->T energy transfer is not so efficient as 
suggested by the calculations. We are also in considerable disagreement 
with the calculated excited-state dephasing and fragmentation time-
scales. For example, we find that fragmentation from the 0° state is 
ultrafast, lasting £1 N=0 vibrational period. Trajectory calculations 
(9), however, yield a lifetime that is orders of magnitude of longer due 
to an exit-channel barrier that must be tunnelled through for 
dissociation. It appears that the barrier has been overestimated in the 
approximate (two-dimensional) ab initio PES generated by Hennig et al. 
Details of this work are described elsewhere (5). 

A major difference in the dissociation dynamics of trans HONO(A) 
and DONO(A) arises from the fact that in the latter the optically 
excited v2 vibration is accidentally in resonance with the in-plane DON 
angle-bending vibration v3, as shown by the spectroscopic work of King 
and Moule (7). The v2-v3 coupling, depicted schematically in Fig. 2(a), 
might be expected to leave a significant fingerprint on the OD 
photofragment's properties because the parent v3 DON bending motion is 
the major contributor to the product rotation (1-3.6). In particular, we 
expect to see increased OD fragment rotational energy when successive 
members of the v2 progression (2n) are excited. In addition, since the 
v3 oscillation is localized in the parent DONO plane, the increased OD 
rotation should also be localized in this plane. Furthermore, since the 
half-filled 2ρττ orbital in the OD fragment is initially associated with 
the central O-N bond in the parent, this orbital in the product should 
also be localized in the DONO plane. In other words, the half-filled 2ρπ 
orbital in OD should be preferentially in the plane of product rotation 
and, in addition, this effect should become more pronounced when 
successive members of the v2 manifold are excited. By contrast, v2-v3 

coupling in HONO is absent/negligible, as shown schematically in Figure 
2(b), and thus the v2 dependence of OH rotational energy and anisotropy 
should be small. 
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18. VASUDEV ET AL. State-Selected Dissociation of HONO(A) & DONO(A) 283 

The aim of the work summarized here is to probe the above 
differences in the photochemistry of HONO and DONO through measurements 
on the rotational energy and correlations among the vectorial 
(directional) properties of the ejected OH and OD fragments. The 
vectorial parameters of interest are depicted in Figure 3. As mentioned 
previously, the parent A-X excitation involves excitation of a 
nonbonding electron on the terminal oxygen to the lowest NO π* orbital, 
so that the transition moment μ is perpendicular to the HONO(DONO) 
plane. Polarized excitation thus photoselects molecules preferentially 
aligned with the molecular frame perpendicular to the photolysis 
polarization c p, as shown in Figure 3. The central O-N bond is 
homolytically dissociated, and the OH(OD) fragment's half-filled 2ρπ 
orbital and recoil velocity vector ν are localized in the parent 
HONO(DONO) plane (Plane I). The fragment's plane of nuclear rotation 
(plane II) makes a small angle with respect to plane I, as depicted in 
Figure 3. Of particular significance is the alignment of the fragment 
rotational angular momentum J (i plane II) with respect to μ, ν and the 
half-filled 2ρπ orbital because this is expected to be sensitive to 
v2-v3 coupling in DONO, as described previously. 

Experimental 

In the present work, the rotational energy content of the OH (OD) 
photofragment, alignment of J (i.e., μ^ correlation), and alignment of 
the half-filled 2ρπ orbital are probed by polarized broadband (~1 cm"1) 
laser excitation spectroscopy of the Α2Σ*-Χ2Π transition. The 
correlations among μ, J and ν are probed by sub-Doppler polarization 
spectroscopy. The experimental setup is shown in Figure 4. Polarized 
photodissociation and probe beams are counterpropagated through a 
reaction chamber. The former is generated either by a dye laser pumped 
by the third harmonic of a Nd:YAG laser, or by frequency-doubling the 
output of the dye laser excited by the second harmonic of the pump 
laser. The beam (FWHM~1 cm-1) for probing the product state 
distributions and rotational alignment is generated by doubling the 
output of a second dye laser, also pumped by the Nd:YAG laser. In sub-
Doppler spectroscopy experiments, the probe is pumped by a XeCl laser, 
and the bandwidth is narrowed with an intracavity pressure-scanned 
étalon. The fragment fluorescence is filtered from undesired photons, 
imaged on to a photomultiplier, and processed by a boxcar averager and a 
microcomputer. HONO (DONO) is prepared as described previously (1-3). 
The experiments are performed either in a supersonic jet (3̂ 4) where 
rotational temperatures of ~3-6K are attained, or under low pressure 
(15-30 mTorr) flow conditions (5,6). 

Photofragment Rotational Alignment and Energy Distribution 

The major finding of this work is that OD ejected by specific 
vibrational states of DONO exhibits higher rotational anisotropy and 
excitation than OH ejected by the corresponding states of HONO (3̂ 6). We 
describe the fragment rotational alignment in terms of the quadrupole 
alignment parameter (11) defined classically as ^2)=(4/5)<P2(cos9)>, 
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284 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Z . H O N 

Figure 2. Qualitative difference between the A state PES's of (a) 
trans DONO and (b) trans HONO. A possible dynamical consequence of 
the difference is illustrated by the trajectories. In DONO, because 
of v2-v2 coupling, motion along the N=0 coordinate is accompanied by 
changes in the DON angle, so that it is possible to generate 
significant angular momentum in the DO moiety during the excited-
state lifetime. In HONO, v2-v2 coupling is small/absent, and thus 
the motion is predominantly along the N=0 coordinate (as shown), 
plus a small zero-point oscillation (not shown) in the HON angle. 
Reproduced with permission from ref. 3. Copyright 1989, by American 
Institute of Physics. 

Figure 3. The vectorial (directional) parameters of interest. 
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18. VASUDEV ET A L State-Selected Dissociation of ΗΟΝΟ(Λ) & DONO(A) 285 

where θ is the angle between the rotational angular momentum vector J 
and the photolysis polarization ερ, as shown in Figure 5(a). The 
parameter 4^2) lies between the limits of +4/5 and -2/5 corresponding to 
the extreme cases Jllc p and J±cp, respectively, depicted in Figure 5(b). 

We probe the product alignment through the dependence of rotational 
line intensities in the fragment excitation spectrum on the polarization 
directions c p and c a of the photolysis and analyzing probe lasers. The 
polarization effects are demonstrated in Figures 6(a) and (b) for DONO 
2g photodissociation. Figure 6(a) shows part of the excitation spectrum 
of the ejected OD, recorded with cp±ea. The effect of rotating c p by 90° 
(c pllc a) is shown in Figure 6(b) for a small portion of the fragment 
spectrum. For example, in comparison with the polarization insensitive 
R2(D transition, the P^) line undergoes a -407. reduction in intensity 
due to the above change in the experimental polarization geometry. 

We use the line-intensities in the fragment excitation spectra 
recorded with c p i c a and c pllc a to determine the fragment alignment A^2\ 
as described elsewhere (1.3.12). Briefly, the intensity I of a 
rotational line in a photofragment excitation spectrum is given by 

I ~ 7>(J)B[a0 + α ^ 2 ) ] (1) 

where T{J) is the fragment population in the state J, Β is the 
absorption transition probability, and the parameters a0 and a t depend 
upon the polarizations (cp,ca) and propagation directions of the 
photolysis and probe lasers, the direction in which the fragment 
fluorescence is monitored, and the fragment rotational quantum numbers 
in the absorption-emission cycle. The factors a0 and ax are readily 
obtained from standard algorithms for calculating angular momentum 
coupling factors. The Β factors for OH and OD used here are those of 
Crosley et al. (13). Thus, from the intensities of a rotational line in 
the fragment spectra recorded with two different polarization 
geometries, the alignment 4^2) is readily determined (1̂ 3). The results 
for DONO photodissociation (3) are shown in Figure 7. The highest 
observed 4^2) ÏS ~+0.6, which is quite close to the limiting value of 
+0.8 shown in Figure 5(b). We thus conclude that the OD fragment's plane 
of rotation has a strong preference to be in the initial DONO plane. By 
contrast, as shown in Figure 8, for OH ejected by HONO (3) the highest 
4^2) is ~+0.3, corresponding to only a moderate preference for the plane 
of fragment rotation to be in the HONO plane. Unfortunately, the error 
bars associated with the calculated 4^2) for DONO photodissociation 
(Figure 7) are too large and variations in fragment alignment with the 
parent v2 content are thus not easily discernible. 

The influence of v2 on the OD fragment's properties is more easily 
discernible in the product rotational energy distribution. To illustrate 
this effect, we show in Figure 6(c) the Rj branch in the excitation 
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Nd:YAG Laser 
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Figure 4. The experimental setup. 

c 

ΙΖ.ε, 

Photolysis 

. =(4/5)<Pa(co80)> 

(a) Photofragment Alignment 

θ = 0° 

^ = 4/5 

IMjl=J 

H(D) 

θ = 90° 

Μ , = 0 

(b) Limiting Cases 

Figure 5. (a) The photofragment rotational alignment, defined in 

terms of the parameter J4£ 2 )=(4/5)<P 2(COS0)>, where θ is the angle 

between the photolysis polarization direction ε ρ (HZ axis) and the 

fragment rotational angular momentum J. (b) Two limiting cases of 

fragment alignment, corresponding to JIIZ (J4^2)=+4/5) and J i Z {d^2) 

=-2/5). 
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Figure 6. (a) Part of the A-X (1,0) excitation spectrum of OD 
ejected by trans D0N0(A,23). The experimental photolysis/probe/ 
fluorescence-detection geometry is shown on top. The fragment's 
(1,1) undispersed fluorescence is monitored by a photomultiplier 
(PM) that senses all polarizations equally, (b) A small part of the 
fragment excitation spectrum recorded with c p i c a . (c) A small 

segment of the excitation spectrum of OD ejected by DONOiA.Z1). The 
experimental geometry is the same as that in (a). Reproduced with 
permission from ref. 3. Copyright 1989, by the American Institute of 
Physics. 
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0.80 π 

0.60 

21 ο 0.40 Η 

0.20 Η 

0.00 
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4.5 
— τ -

6.5 
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ο 

8.5 10.5 12.5 

Figure 7. The alignment »l£ 2 ,(J) of OD generated in the Π(Α') 
Λ-doublet levels of the Fj and F 2 spin-orbit components, originating 

from various vibrational levels (0° ,2 n ) of trans DONO(A). The 
symbols used are o:0°,F,; • : 0 ° , F 2 ; A^' .F , ; 0:Zl,Fz;- *tr:22,Fl; 

+:22,F2; •:23,F1; #:23,F2. The broken line shows the limiting value 
of 4^2) attained when μΐυ. Reproduced with permission from Ref. 3. 
Copyright 1989, by American Institute of Physics. 
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0.80 -· 

0.60 H 

Figure 8. The alignment ^ 2 ) ( J ) of OH ejected by trans HONO(Â). The 
symbols used for the dissociation of the 0°, 21, 2 2 and 2 3 states 
are the same as those in Figure 7. The symbols used for 
fragmentation of the 2 4 state are: •:Fl and B:F2. Reproduced with 
permission from Ref. 3. Copyright 1989, by American Institute of 
Physics. 
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290 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

spectrum of OD ejected by the DONO 21 state. Comparison with Figure 6(a) 
clearly demonstrates that the rotational state distribution is shifted 
considerably to lower energies compared to the case of 2 3 fragmentation. 
The deduced ^-dependence of OD rotational excitation, described in 
detail elsewhere (3), is quite large. For example, the "rotational 
temperatures" of OD [X^iA'J.Fj ejected by the 0°, 21, 22, and 2 3 

states of DONO are 366±8, 432±10, 565112 and 656122K, respectively. By 
contrast, the "rotational temperatures" of OH ejected by the 
corresponding states of HONO are 260±14, 348125, 385126 and 386110K, 
showing a much milder v2 dependence (3). 

Alignment of the OH (OD) fragment's half-filled 2ρπ orbital 

Another incisive probe of the photodissociation dynamics is the 
alignment of the OH (OD) fragment's half-filled 2ρπ orbital with respect 
to the plane of nuclear rotation. As mentioned previously, since HONO(A) 
dissociation involves homolytic fission of the central O-N bond, the 
half-filled 2ρπ orbital in the OH product should be preferentially 
localized in the initial HONO plane. In addition, since the fragment's 
plane of rotation shows a preference to be in the HONO plane, as 
described above, the product's half-filled 2ρπ orbital should be 
preferentially localized in the plane of rotation. Such orbital 
alignments are readily deduced from nonequilibrium populations in the 
so-called Λ-doublet fine-structure states of the fragment (14). 

In the classical ("high J") description of 0H(X2TT), the A-doublet 
states TT(A') and TT(A") correspond to the half-filled 2ρπ orbital being 
in the plane of nuclear rotation and perpendicular to it, respectively, 
as shown in Figure 9. The populations in these states are readily 
obtained through rotational line intensities in the fragment excitation 
spectrum. We find that in "high J" OH and OD photofragments, the TI(A') 
states are more highly populated than the TT(A") states, so that the 
half-filled 2ρπ orbital has a preference to be in the plane of fragment 
rotation. However, in the case of the OH product the Π(Α')/Π(Α") 
population ratio is not a strong function of the parent v2 content, 
whereas in OD it is v2 dependent (3). For example, for OH generated in 
J=5.5 (X^Fj) from the 0°, 21, 2 2 and 2 3 states of HONO the above 
population ratio is 3.010.5, 3.510.5, 3.710.5 and 3.710.5, respectively. 
On the other hand, for the OD fragment in J=11.5 the corresponding 
ratios are 4.011.0, 5.710.5, 7.510.5 and 8.710.5, showing a very strong 
v2 dependence. 

Photofragment v, J Correlation 

The correlation between the fragment recoil velocity ν and rotational 
angular momentum J also provides a direct probe of the HONO (DONO) 
dissociation dynamics because it directly reflects the contributions of 
in-plane and out-of-plane forces on the H (D) atom during O-N bond 
rupture. Dominance of the in-plane torque would result in a frisbee-type 
motion of the OH (OD) product, with the velocity vector ν being in the 
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18. VASUDEV ET AL. State-Selected Dissociation ofHONO(A) & DONO(A) 291 

plane of rotation (i.e., viJ). On the other hand, dominance of out-of-
plane forces would generate a propeller-type motion (vllJ), as in the 
case of HONORA') dissociation (15). Such motional anisotropics can be 
probed by sub-Doppler polarization spectroscopy of the product because 
the v,J correlation results in a fragment rotational alignment with 
respect to the photolysis polarization c p (i.e., in the space-fixed 
frame) that is a function of the recoil direction and hence the Doppler 
shift (12,16,17). The dependence of product polarization on the recoil 
direction is depicted in Figure 10 for the limiting cases viJ and νIIJ. 

In our Doppler spectroscopy setup, the probe's propagation 
direction (the Y axis in Figure 10) is perpendicular to the photolysis 
polarization direction (the Ζ axis). Thus, the experiments probe the Y-
component (vY) of the fragment recoil, shown in Figure 10(a). The wings 
of the v Y distribution are due to fragments moving along the Y axis. The 
center has a dominant contribution from products recoiling along the X 
axis, and a small contribution from fragments moving along the Ζ axis. 
From Figures 10(b) and (c), it is clear that the rotational alignments 
(polarizations) of fragments contributing to the wings and center of the 
v y distribution are different for frisbee-type and propeller-type 
fragment motions. Thus, the Doppler line-shape recorded with a high-
resolution probe laser will be a function of the polarization directions 
e p and c a. This provides us a means for quantifying the correlation 
between the fragment recoil direction ν and rotational angular momentum 
J (12,16,17). 

Polarization dependence of the fragment Doppler profiles is 
illustrated in Figure 11 where we show high-resolution spectra of the 
P2(5),PQ12(5) transitions of OH generated by HONO 2§ photolysis. A 
detailed analysis of the line-shapes allows us to quantify the 
fragment's vector correlations. Each profile observed with a given 
photolysis and probe polarization geometry is first fit to the line-
shape function 

S(AvD) = (1/Δν0) [1 - J> 0 e f f P 2(Av 0/Ai D)], (2) 

convoluted with a Gaussian profile (FWHM=0.106 cm-1) due to isotropic 
parent thermal (300K) motion and the probe laser bandwidth. In equation 
(2), Δι^0 is the displacement from the line-center vQ, Ai>D=i>0v/c, and 
£ e f f is the effective anisotropy parameter (12.17,18). The £ e f f value 
for each c p,c a polarization geometry is related to the bipolar moments 
β§ that describe correlations among μ, ν and J: 

ββ„=-2[ο2β2(20) + b β°(22) + b 02(22)]/[b +b β2(02)] (3) 
e" £ 0 3 0 4 0 0 1 0 

The moments β§(20), β§(22) and β§(02) are measures of correlations 
between μ and ν, ν and J, and μ and J respectively (12). The moment 
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(a) 
vlly vllx.z 

vllz 
(b) 

Probe 

(J in xy plane) —>J 

Jllz 

T l l y ^ ^ r — -

Jllz 

Photolysis 

vllx 

(C) 
Jllvllz 

H(D) 

Jilvllx 

Figure 10. (a) The distribution of the Y-component (vY) of the 
fragment recoil velocity v. (b) Preferred directions of J for 
fragments recoiling along the X,Y and Ζ directions with a frisbee-
type motion (viJ). (c) Preferred directions of J for fragments with 
a propeller-type motion (vllJ). 
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18. VASUDEV ET A L State-Selected Dissociation of HONO (Λ) & DONO(A) 293 

β§(22) describes the triple correlation <μ.ν..Ι>. The factors b 0-b 4 are 
readily calculated from angular momentum coupling factors and OH (OD) 
Α 2Σ +-Χ 2Π Einstein A and Β factors (13). The moment β 2(02)=(5/4Μ 0

2 ) (the 
fragment "bulk" rotational alignment) is obtained from the polarization 
dependence of integrated line-intensities. The deduced β§(02) is then 
used in equation (3) along with the experimental β β ί Τ to determine the 
rest of the bipolar moments. Of particular interest here is the <v.J> 
correlation parameter β§(22) which has a value of -1/2 in the limit of a 
perfect frisbee-type fragment motion and +1 for a propeller-type motion. 

Table II summarizes the results of vector analysis for HONO 
photodissociation shown in Figure 11. We find that <v.J> correlation 
β§(22)=-0.08±0.01, suggesting a moderate dominance of frisbee-type 
motion. A similar analysis shows that OD ejected by DONO is more 

3 
anisotropic. For example, in DONO (2 ) dissociation, analysis of the OD 
P2C7),PQ12(7) transitions yields β§(22)=-0.15±0.02, which is closer to 
the limiting value of -0.50. We thus conclude that the OD fragment has a 
higher tendency to mimic a frisbee-type motion than the OH product. A 
detailed analysis of vector-correlations in HONO and DONO dissociation 
will be described elsewhere (6). 
Fragmentation Dynamics 

As mentioned previously, the goal of the present work is to explore if 
coupling between vibrations of a reactant can leave a discernible 
fingerprint on the vectorial and scalar properties of a product. This 
work was, in fact, prompted by the spectrosopic work of King and Moule 
(7) who showed that the optically excited v2 vibration in DONO(A) is 
coupled to the in-plane DON angle-bending vibration v3. As mentioned 
previously, this coupling is absent/small in the case of trans HONO. 
Thus, the OH fragment's rotation is uninfluenced by the v2 content and 
originates mainly from the zero-point angle-bending oscillations in the 
parent. There are two such angular vibrations in HONO: (a) the in-plane 
HON bend v3% and (b) out-of-plane torsion vb. Since v3 has a higher 
frequency than v6, the high-energy wing of the fragment rotational 
energy distribution has a larger contribution from the in-plane HON 
bending oscillation. Consequently, the fragment shows a moderate in-
plane alignment and nonequilibrium Π(Α')/Π(Α") Λ-doublet populations. In 
DONO, however, since the optically excited v2 vibration is coupled to 
v3, some of the energy initially channelled into the v2 oscillation can 
be transferred to the DON angle-bending motion, as depicted in Figure 
2(a). Consequently, increasing the v2 content results in an increased OD 
fragment rotation. In addition, since v3 is confined to the DONO plane, 
the increased rotation is also localized in this plane, thus resulting 
in higher rotational alignment and Π(Α')/Π(Α") population ratio. 

We have recently obtained further incisive evidence in support of 
the above conclusions (6). In HONO(A), the only significant coupling is 
that between v2 and the recoil coordinate vA (shown in Figure 1). Thus, 
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294 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

|—1.00 cm-1—^ 
Figure 11. High-resolution Doppler profiles of the P2(5) and PQ12(5) 
transitions of OH generated by 2g HONO photodissociation, and 
recorded with the three photolysis/probe/detection geometries shown 
on top. Superimposed on the experimental spectra (•) are line-shapes 
simulated with the parameters shown in Table II. 

Table II. Experimental AvD (cm-1), £ e f f and the bipolar moments £§(20), 

β§(22), β§(22) deduced from photodissociation/probe polarization 
dependence of the P2(5),PQ12(5) Doppler profiles of OH generated by 2g 
photodissociation of trans HONO. Cases (a), (b) and (c) refer to the 
experimental polarization geometries shown in Figure 11(a), 1Kb) and 
11(c), respectively.* The bipolar moments are determined by fitting 0 e f f 

values for P2(5) and PQ12(5) in cases (a), (b) and (c) simultaneously to 
equation (3). Shown at the bottom, for comparison, are bipolar moments 
for the idealized cases μΐυ±ν and μι,ΙΙΙν, depicted in Figures 10(b) and 
10(c), respectively. 

£ e f f β§(20) β8(22) β§(22) 

(a) (b) (c) (a) (b) (c) 
P2(5) 0.305 0.305 0.307 -0.62 -0.53 -0.47 

-0.32* 
(±0.01) 

-0.08 
(±0.01) 

+0.10 
(±0.02) 

PQ 1 2(5) 0.307 0.309 0.311 -0.62 -0.70 -0.80 

μΐϋιν -0.50 -0.50 +0.50 
μΐΐΐΐν -0.50 +1.00 +0.50 

*The simulations shown in Figure 11 are based on the assumption of a 
single OH recoil velocity. This is a reasonable approximation in HONO 2 3 

dissociation because, as shown recently (5), OH recoil has two principal 
components in a ratio of 0.05:1 (these components correspond to the NO 
fragment being generated in v=l and 2). 
*The μ,ν correlation parameter β§(20) is less than the limiting value of 
-0.50 because the parent rotates prior to fragmentation, thus blurring 
the fragment angular distribution (5,6). 
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18. VASUDEV ET AL. State-Selected Dissociation ofHONO(A) & DONO(A) 295 

all the available energy is channelled exclusively into the recoil of 
the OH and NO fragments, and NO internal excitation (5.10). The OH 
rotation arises predominantly from the zero-point oscillations 
associated with isolated v3 and v6 vibrations, and thus, for a given 
photolysis wavelength, fragments generated in all rotational states 
should have the same recoil velocity. By contrast, in DONO(A), v2 is 
coupled to the recoil coordinate i>4 and the DON bend v3. In other words, 
there is competition between ν2-*νΑ (V-»T) and v2-*v3 (V-»V) channels. Thus, 
since the v3 motion is the dominant contributor to the high-energy wing 
of the OD fragment rotational distribution, OD generated in high 
rotational states should have a smaller average recoil energy than the 
fragment with low rotational excitation. In addition, this effect should 
be more noticeable with increasing v2 content because of the v2-v3 

coupling. We have observed this effect in experiments where the fragment 
recoil is probed by Doppler spectroscopy (6). For example, we find that 
the Doppler profile of the P2(7) transition (J=6.5) of OD ejected by the 
2 3 state of DONO is distinctly narrower than that of the R2(l) line 
(J=0.5). In addition, this effect is less pronounced when fewer v2 

quanta are excited. By contrast, we do not observe such effects in HONO 
photolysis. For example, the Doppler shift of the P2(5) transition 
(J=4.5) of OH ejected by HONO 2 3 is the same as that of the R2(l) 
transition. We note that the rotational energies of OD (J=6.5) and OH 
(J=4.5) are approximately the same, so that the narrowing of the 
fragment Doppler profile with increasing rotation observed in DONO 2§ 
photodissociation is a direct consequence of v 2-v 3,^4 coupling. 

All the evidence presented above leads us to conclude that the 
vz*v3 V-»V transfer in DONO(A) leaves a significant fingerprint on the 
rotational energy and motional anisotropy of the OD fragment. 

Conclusions 

The work summarized here represents a benchmark study of the influence 
of intramolecular vibrational dynamics on state-to-state photochemistry, 
probed via the motional anisotropy and energy content of a photoproduct. 
The prototype systems trans HONO and DONO are ideally suited for this 
purpose. The spectroscopic work of King and Moule (7) provides an 
excellent background. The results on the HONO and DONO photodissociation 
can be qualitatively understood in terms of the potential energy 
surfaces depicted in Figures 1 and 2. The PES shown in Figure 1 is 
qualitatively similar to that generated for trans HONO(A) by Hennig et 
al. (9). However, a closer inspection of our results (4J5) on HONO 
fragmentation time-scales and OH Doppler spectroscopy, and those of 
Dixon and Riley (10) on NO photoejected by HONO at 355 nm suggest that 
the approximate (two-dimensional) PES of Hennig et al. needs 
improvement. In particular, we find that the exit-channel barrier is 
overestimated, with the consequence that the trajectory calculations (9) 
considerably overestimate the dephasing/f ragmentation time-scales and 
the extent of by ι>2->ι>4 ("V-»T") energy transfer in the HONO complex prior 
to dissociation (5). Ab initio calculations of reasonably sophisticated 
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296 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

PES for trans HONO and DONO would be very useful. Calculations on cis 
HONO would also be welcome because recent experiments (19.20) suggest 
that coupling between vibrations induced by intramolecular hydrogen 
bonding in this isomer leaves a discernible fingerprint on the OH 
photofragment's rotational energy and anisotropy. In view of the type of 
detailed state-to-state stereochemical experiments described here, we 
also feel that for a deeper understanding of photodissociation processes 
it would be worthwhile to go beyond obtaining the usual product energy 
distributions in trajectory calculations and include vector-correlations 
in the list of properties to be evaluated. 
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Chapter 19 

Isotopic Dependence of the Methyl-Radical 
Rydberg 3 s Predissociation Dynamics 

S. G. Westre1, P. B. Kelly1, Y. P. Zhang2, and L. D. Ziegler2 

1Department of Chemistry, University of California, Davis, CA 95616 
2Department of Chemistry, Northeastern University, Boston, MA 02115 

The isotopic dependence of the predissociation rates for the first 
excited state of the methyl radical may be described by the quantum 
mechanical expression for the rate of tunneling through a one 
dimensional barrier. Modeling of the predissociation rates determined 
by resonance Raman spectroscopy for the vibrational zero point level 
of CH3 and CD3 yield estimates for the height and positon of the 
dissociation barrier of the Rydberg 3 s state. Vibrational excitation of 
the symmetric stretch and the out of plane bend are found to enhance 
the predissociation rate. The predissociation rates for the mixed 
isotopes CH2D and CHD2 are disscussed. 

The photochemistry of a molecule is generally governed by the nature of the excited 
electronic states. For an electronic state that is predissociated, the isotopic 
dependence of the dissociation may provide information regarding the shape of the 
potential in the region of the barrier to dissociation. The unimolecular 
photochemistry of the methyl radical is of interest as it is one of the simplest free 
radicals and is a tractable problem for theoretical modeling. The Rydberg 3 s state of 
the methyl radical is a predissociated electronic state (7 ). The isotopic substitution 
can be used in the analysis of the dissociation dynamics on the excited state surface. 

The photochemistry of the methyl radical has been the subject of numerous 
studies. The first spectroscopic study of CH3 and CD3 was the flash photolysis UV 
absorption experiment of Herzberg (2,5 ) which examined the lowest energy allowed 
electronic transition of the methyl radical - the 2p z X 2 A M 2 to Rydberg 3 s Β 2 ΑΊ 
transition. The methyl radical absorption spectrum exhibited an isotopic dependence 
in that the C D 3 absorption features were narrower and better defined than those of 
C H 3 . Herzberg attributed the apparent lifetime broadening in the excited state of the 
methyl radical to tunneling of the H (or D) atom through a barrier in the Β state. The 
Rydberg 3 s state of CH3 was also examined by resonant multiphoton ionization (4 ). 
The excitation-ionization spectrum resonant with the B-X transition is very similar to 
the absorption spectrum in that the CH3 spectrum is extremely lifetime broadened 
while the CD3 spectrum exhibits some rotational resolution. Danon et al. (4 ) used 
the linewidths of the excitation-ionization spectra to estimate the excited state methyl 
radical lifetimes at 1200 fs and 120 fs for CD3 and CH3, respectively. 

Ab initio calculations on the methyl radical Rydberg 3 s state indicate that the 

0097-6156/92/0502-0297$06.00/0 
© 1992 American Chemical Society 
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298 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

barrier to dissociation is located at 1.55 Λ in the H2C -H coordinate and is 
approximately 4000 cm - 1 in height (7 ). The ab initio calculations were performed 
with a small basis set as a benchmark for examining larger molecules. Yu et al. (7 ) 
noted that the small basis set may have resulted in an overestimation of the barrier 
height. 

Resonance Raman spectroscopy has emerged as a powerful probe of the 
structure and short-time dynamics of excited electronic excited states (5-7 ). 
Selectivity is obtained by tuning the probe laser into resonance with a rovibronic 
absorption of the molecule of interest. The selective intensity enhancement of the 
Raman signal provides the capability to study the dynamics of a specific transient 
molecule without interference from the precursor. A great advantage of using the 
resonance Raman technique to examine excited state dynamics is that the resolution of 
the Raman spectrum is derived from the vibrational and rotational linewidths in the 
ground electronic state. Unlike multiphoton absorption studies, lifetime broadening 
due to fast dissociation processes affects only the intensity of the resonance Raman 
features (5-7 ). The analysis of the excitation wavelength dependence of the 
intensities in the Raman spectrum allows rotationally and vibrationally specific 
lifetimes to be measured in the subpicosecond time regime. The vibrational and 
rotational dependence of the Raman intensities provide insight into the nature of the 
dissociation process and the potential energy surface. Modeling of the Raman 
spectra of ammonia in resonance with the Rydberg 3 s state has yielded rotationally 
dependent subpicosecond lifetimes (5-8 ). The J' dependence of the ammonia 
lifetimes is attributed to centrifugal forces enhancing the tunneling dissociation 
through a potential barrier analogous to the barrier predicted for the Rydberg 3 s state 
of the methyl radical. 

The studies presented here examine the predissociation dynamics and structure 
of the Rydberg 3 s state of the methyl radical. The rovibronic-specific lifetimes of 
CH3 and CD3 in resonance with the vibrationless level of the Rydberg 3 s state are 
modeled as an H (or D) atom tunneling through a cubic potential barrier. The 
inclusion of both the protonated and deuterated isotopic data in the modeling of the 
dissociation provides a true test of the description of the predissociation as a 
tunneling process through a cubic potential barrier. The dissociation dynamics 
obtained from the methyl radical analysis are compared to results of the previous ab 
initio calculation on the methyl radical. In order to obtain information about the 
dissociation processes from higher levels in the Rydberg 3 s state, the dissociation 
dynamics of higher vibronic levels of the methyl radical Rydberg 3 s state were also 
examined. Raman spectra taken in resonance with one quanta of the symmetric 
stretch probe the dissociation rate near the top of the potential barrier. 

Resonance Raman Theory 

Rotationally specific excited state lifetimes may be extracted from the analysis of 
resonance Raman excitation profiles (REPs) (5-8 ). Rotationally resolved spectra of 
hydrides and deuterides can be examined by resonance Raman spectroscopy due to 
their large rotational constants. The determination of the excited state lifetimes for the 
various isotopically substituted molecules relies upon measurement of the rotationally 
resolved intensities of the Raman spectrum. The enhancement is derived from a 
limited number of intermediate states, thus allowing the Kramers-Heisenberg sum-
over-states approach to be employed (5-7 ). 

The total Raman cross section can be expressed in terms of the isotropic, 
antisymmetric, and anisotropic scattering contributions: 
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19. WESTRE ET AL. Methyl-Radical Rydberg 3 s Predissociation Dynamics 299 

where α is the fine structure constant, ν is the laser frequency, and P g is the 
population of the initial level. In our experiment, the laser is tuned through resonance 
with individual rovibronic levels of the excited state, | vTK'> of the symmetric top. 

T h e | c £ I 2 , isotropic (k=0), antisymmetric (k=l), and anisotropic (k=2) scattering 

contributions depend upon the total angular momentum quantum number of the 
initial, intermediate, and final level , the polarization direction of the resonant 
electronic transition moment, the detuning from rovibronic resonance and the 
rovibronic specific damping. The rovibronic damping constant Γ (fwhm), provides a 
direct measure of the dependence of the dissociation rate on the total angular 
momentum of a vibronically specific excited state level and allows us to characterize 
the isotopic dependence of the dissociation rates. 

At the peak of a rotationally specific Ramanexcitation profile (REP), the 
observed intensities are inversely proportional to the square of the resonant excited 
state dephasing constant. Thus the dephasing constants are determined by both the 
width of the excitation profiles and the relative intensities at the peak of the REPs. 
The dissociation process (i.e. lifetime decay, τ )dominates over the other dephasing 
processes for the Rydberg 3s state of the methyl radical. The excited state lifetimes 
are thus given by τ = (2ποΓ)'ι. 

Experimental 

The far ultraviolet resonance Raman experimental apparatus is based on a 20 Hz 
NdrYAG pumped dye laser system (9,10 ). The second harmonic of the NdrYAG 
laser (532 nm) is used to pump a dye laser. D C M or a DCM/Kiton Red mixture was 
used to allow tuning of the dye laser fundamental from 612 nm to 654 nm. The 
fundamental of the dye laser was doubled in KD*P and the resulting second 
harmonic was frequency summed in BBO with the remaining dye fundamental by 
type I phase matching to produce a tunable third output in the 204 nm to 218 nm 
region. The probe beam was polarized vertically by a quartz stacked plate polarizer 
and introduced into the sample region by a 15 cm focal length lens. 

The methyl radicals were generated by 266 nm photolysis of methyl iodide. 
The photolysis beam was produced as the fourth harmonic of the NdrYAG laser and 
was polarized ninety degrees with respect to the probe beam. Methyl iodide 
molecules were entrained in a methane stream which was introduced into the sample 
region by a modified fuel injector. The sample flow was oriented orthogonal to the 
probe and photolysis laser beams. Approximately 4 χ 10 1 7 molecules/cm3 of CH3 
were produced by photolyzing 3-4% of the methyl iodide. In the CD3 experiment, 
25% of the CD3I was photolyzed by a 0.25 mj/pulse 266 nm beam. 

The probe laser arrived at the sample region 15 ns after the photolysis. The 
Raman scattered light was collected in backscatter geometry by a 5 cm focal length, 
f/0.67 spherical mirror. The Raman excitation profiles were obtained with the 
collection mirror stopped down to f/2.0 to minimize the finite angle correction. The 
collected Raman light was focussed onto the slits of a 1.0 meter monochromator. 
The light passed through a quartz polarization scrambler and was dispersed in third 
order by an 1800 groove/mm grating. The light was detected using either a solar 
blind photomultiplier tube or an intensified charge coupled device detector. Atomic 
lines from a low pressure mercury/argon lamp were used for frequency calibration. 
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300 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Data points were collected for the CH3 [0000]-[0000] experiment across the R 
branch absorption feature from 214.99 nm to 216.29 nm at 0.05 nm (12.5 cnr 1 ) 
intervals. The monochromator was operated with 300 μπι slits (10 cnr 1 FWHM) in 
order to resolve the S branch Raman rotational lines. The intensities of the CD3 
rotational Raman features were measured from 214.0 nm to 214.3 nm at 0.013 nm 
(3 cm - 1) intervals using 200 μπι slits (7 cm' 1) on the monochromator. The reported 
line intensities represent the average of three individual measurements at each 
excitation wavelength. 

Results and Discussion 

Rotationally Resolved Dynamics of the C H 3 and C D 3 [0000] Level in 
the Rydberg 3 s State. Dissociation rates of CH3 and CD3 in the Rydberg 3s 
state are determined by analysis of resonance Raman intensities. The rotationally 
resolved S branch of the Vi band of CH3 and CD3 are shown in Figures 1 and 2. 
The spectroscopic notation of Q, R and S indicates the changes in rotational quantum 
number J, by 0, 1, and 2 quanta respectively. S(J) Raman transitions (i.e. J -> J+2) 
are enhanced only by resonance with a rotational level in the excited state having one 
additional quanta of total angular momentum (i.e. the J+l level)(5-7 ). The 
experimentally determined intensities of the individual S(J) Raman transitions are 
systematically measured at specific excitation wavelengths. The range of excitation 
wavelengths spans the [0000] absorption band of the 3s state in the methyl radical. 
Thus the S(J) Raman excitation profile measurements essentially map the position 
and breadth of the J' = J + 1 level contribution to the resonant vibronic absorption 
band. Representative excitation profiles for two S(J) transitions are shown in 
Figures 3 and 4. Modeling of the excitation profiles (5-7 ) determines VgV,ev' » the 
band origin of the electronic transition, and r J

e v ' » the dephasing constant of the 
transition. The best fit to the Kramers-Heisenberg intensity expression using VgV,ev' 

and rJ'ev* as adjustable parameters is denoted by a solid line in Figures 3 and 4. The 
rotational constants necessary for the modeling were obtained from the analysis of the 
C D 3 B - X absorption spectrum (2,3 ). The band origin and the excited state 
rotational constants determine the wavelength of the center for the excitation profile. 
The dephasing constant rJ'ev* determines the width and intensity of the excitation 
profile. The S branch excitation profiles were fit in this manner to within the 
experimental error (± 10%). Application of the Heisenberg uncertainty principle 
yields J' specific lifetimes, τ = (2ποΓ)'ι , and relative dissociation rates, given by 
l/τ, which are summarized in Table I. The lifetimes for CH3 decrease from 82 fs 
for Τ = 4 to 60 fs at J' = 11 of the [0000] level. The lifetimes for the deuterated 
methyl radical are substantially longer with lifetimes decreasing from 760 fs to 340 fs 
as J 1 increases from 2 to 15. 

The difference in the lifetime of the protonated methyl radical relative to that of 
the perdeutero radical is indicative of a tunneling process. Thus we attribute the 
observed relative lifetimes to a predissociation of the Β state of the methyl radical by 
Η (or D) atom tunneling through a barrier along the dissociation coordinate. Ab 
initio calculations (7 ) on the methyl radical Rydberg 3 s state indicate that the 
predissociative barrier is due to the de-Rydbergization (77 ) of the carbon 3 s orbital 
to a molecular orbital predominantly σ* in character and ultimately resulting in a 1 s 
orbital on a hydrogen atom as a function of H2C--H separation. 
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1.00 

0.00 
3050.0 3 1 50.0 3250.0 3350.0 3450.0 

Wavenumbers /cm" 1 

Figure 1. Resonance Raman S branch rotational structure of the CH3 v i band 
obtained with 216.016 nm excitation. (Adapted from ref. 8.) 

0.00 
2200.0 2300.0 2400.0 

Wavenumbers / cm' 1 

2500.0 

Figure 2. Resonance Raman S branch rotational structure of the CD3 v i band 
obtained with 214.189 nm excitation. (Adapted from ref. 8.) 
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1.0 

215.2 215.6 216.0 216.4 

Wavelength (nm) 

Figure 3. Raman excitation profile of the CH3 S(4) rovibrational feature. The 
modeled best fit to the experimental data corresponds to Γ = 77 cm' 1 . 
(Adapted from ref. 8.) 

50 

214.1 214.2 214.3 214.4 

Wavelength (nm) 

Figure 4. Raman excitation profile of the CD3 S(5) rovibrational feature. The 
best fit to the data yields Γ = 9.8 cm" 1 . (Adapted from ref. 8.) 
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19. WESTRE ET AL. Methyl-Radical Rydberg 3 s Predissociation Dynamics 303 

Table I. J ' Specific Predissociation Rates for C H 3 and C D 3

a 

C D 3 C H 3 

Resonant 
J' 

Γ 
(cm"1) 

Predissociation Rate 
(10 1 2 sec-1) 

Γ 
(cm"1) 

Predissociation Rate 
(10 1 2 sec"1) 

2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 

7.0 
7.0 
7.0 
7.2 
9.8 
9.8 
9.8 
10.0 
10.5 
11.0 
12.0 
13.2 
14.0 
15.0 

1.32 
1.32 
1.32 
1.36 
1.85 
1.85 
1.85 
1.88 
1.98 
2.07 
2.26 
2.49 
2.64 
2.83 

65 
77 
80 
80 
85 
85 
90 
90 

12.3 
14.5 
15.1 
15.1 
16.0 
16.0 
17.0 
17.0 

a Absolute error is estimated to be ±10%. Estimated relative error is ±5%. 
SOURCE: Adapted from ref. 8. 

Isotopic Effects on the Tunneling Rates. The isotopic dependence of the 
tunneling rate may be described by the quantum mechanical expression for the rate of 
tunneling through a one-dimensional barrier. The observed dissociation rates for the 
protonated radical are more than five times faster than those of the corresponding J' 
level of the deuterated radical as shown in Table I. The rate expression for tunneling 
through a one-dimensional barrier (72 ): 

depends upon 1/T0i the vibrational frequency of the oscillator, the reduced mass of 
the tunneling nuclei and the area of the potential above the bound level. The energy 
of the tunneling state, E, is the vibrational zero point energy with the reduction in the 
barrier height due to rotational effects. The integration variable, (x = r - η>), is the 
difference between r, the length of the dissociating C-H bond, and η> the position of 
the barrier maximum shown in Figure 5. The integration is taken over the range of χ 
for which the potential barrier energy is greater than the energy of the tunneling state. 
The number, 3, accounts for dissociation of any of the three protons or deuterons. 
The functional form of the barrier to dissociation is denoted by V(x). Equation (2) 
shows that the observed isotope effect in the dissociation rate is due to the change in 
reduced mass, vibrational frequency, and zero point energy. 

The cubic form approximates a potential having bound and repulsive regions. 
For the non-rotating molecule, V(x) is given by : 

(2) 
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19. WESTRE ET AL. Methyl-Radical Rydberg 3 s Predissociation Dynamics 305 

V(x) = -ax3
 _ ^ X 2 + V b (3) 

where χ = (r - i ^ ) , d = (r^ - r 0 ), and V b is the height of the barrier. The chosen 
values of χ and d cause the potential to have a relative maximum at r = r^, and a 
relative minimum at r = r 0, the C-H bond length of the Rydberg 3 s state as shown in 
Figure 5. There is a simple relationship between a, d, and V b which results from the 
definitions of the relative minimum and relative maximum (8 ). Thus the cubic 
potential is a function of only two independent variables, V b and η>. The rate 
expression for the cubic potential is modified to include the reduction in the barrier 
height as a result of rotational excitation (i.e. centrifugal effects). 

Rate(J) = YQ exp (- γ J [2m(V(x) - A V r e d ( J ) - Ε ζ ρ 1 ) ] ^ χ ) (4) 

where AVre<j(J) is the reduction of the barrier height due to rotational motion of the 
molecule. It has been shown previously that for CH3 and CD3 the reduction of the 
barrier height due to rotational excitation, A V r e ( j (J) can be expressed in a simple 
functional form that depends on r 0 and η> (8 ). The A V r e ( j (J) is averaged over the 
population and line strengths of the Κ rotational levels to yield centrifugal barrier 
reductions for each J, the total angular momentum value. The barrier height, V b , 
and position, η>, are determined by numerical integration of Equation (4). V b and 
are varied to achieve the best fit to the experimentally determined dissociation rates 
for CH3 and CD3. The cubic model of Equation (4) was applied independently to 
the CH3 and CD3 data sets. The equilibrium bond length in the Β state, r 0 , was 
taken from Herzberg's rotational analysis of the CD3 B -X absorption spectrum (2,3 
). The zero point energy of CD3 was estimated as 840 cm"1 which is approximately 
one half the frequency of the symmetric stretch in the Rydberg 3 s state (13 ). The 
isotopic relationship between the C-H and C-D oscillators yields E z p t = 1190 cm"1 for 
C H 3 . The values V b = 2200 cnr 1 and 1̂  = 1.38 Â result from fitting the cubic 
potential model to the observed dissociation rates for the various rotational levels of 
C H 3 and C D 3 shown in Table I. Our results differ from the barrier parameters 
predicted by the ab initio calculations (7 ) on the methyl radical Rydberg 3 s state 
which estimated a barrier height of approximately 4000 cm - 1 at a position of 1.55 À. 
Within the limitations of the one dimensional model, the difference demonstrates the 
difficulty of obtaining accurate ab initio results with small basis sets for excited states 
of open shell systems. Our results show that the isotopic dependence of the 
dissociation from the [0000] level of the methyl radical Rydberg 3 s state can be 
modeled by a one dimensional quantum mechanical tunneling process using a simple 
cubic potential model. The one dimensional model succeeds in accounting for the 
observed differences in the isotopic dissociation rates. Thus the fit of the model 
supports the hypothesis that the predissociation rate is predominantly due to a 
tunneling mechanism and accelerated by centrifugal effects in the origin level. 

Dynamics of the [0100] Level of CD3. The lowest energy normal mode of 
the methyl radical is V2, the out of plane vibrational motion of the hydrogen atoms 
(457.8 cm*1 for CD3). The level with one quanta of of V2 thermally excited in the 
ground state [0100], has significant population in our experiments. The excitation 
from one quanta of V2 in the ground state to one quanta of V2 in the excited electronic 
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306 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

state, [0100]-[0100] , of CD3 was observed at 211.5 nm by the absorption work of 
Herzberg (2,3 ) and later confirmed by study of Callear and Metcalfe (13 ). The 
observed intensity in the rotational features of the Raman transition originating from 
one quanta of V2 and resulting in the addition of one quanta of v i , [0100]-[1100] 
results from resonance with the [0100] vibrational level in the excited state. 
Rotationally resolved excitation profiles associated with the [0100] Rydberg 3 s level 
for CD3 by measuring the intensities of the J-resolved S branch lines associated with 
the [0100]-[1100] Raman transition. S branch intensity measurements were 
performed over 20 points at even intervals between 210.989 nm and 211.638 nm, in 
resonance with the 211.5nm absorption band. The dephasing constants for the J' = 
3 through J' = 10 levels were obtained from the best fit to the tunneling model. The 
J'- specific dephasing constants and the associated excited state dissociation rates are 
summarized in Table II. The CD3 lifetimes decrease from 350 fs for J' = 3 to 150 fs 
for the J' = 10 level. The dissociation rates (given as l/τ) from the [0100] level of 
CD3 are more than two times faster than the corresponding dissociation rates for the 
[0000] level. 

Table II. Predissociation Rates 8 for the [0100] Level of C D 3 

J ' Γ/cm* 1 Predissociation Rate / 10 1 2 sec - 1 

3 15.0 2.8 
4 21.0 4.0 
5 19.5 3.7 
6 24.0 4.5 
7 26.0 4.9 
8 28.0 5.3 
9 27.0 5.1 

10 35.0 6.6 

a Absolute error is estimated to be ±10%. Estimated relative error is ±5%. 
SOURCE: Adapted from ref. 19. 

The modeling of the [0100] excitation profiles also determines the band origin 
for the [0100]-[0100] transition to be 47271 cm" 1. Using the ground state v 2 

frequency of 457.8 cm - 1 from the diode laser work of Sears et al. (14,15 ) and the 
[0000]-[0000] electronic band origin from the analysis of the [0000] Raman 
excitation profiles (8 ), the V2 frequency in the Rydberg 3 s state is thus determined to 
be 1094 cm - 1 . Our value for the Rydberg 3s state V2 is significantly greater than that 
for V2 in the ground electronic state and is consistent with the value of 1090 cm*1 

obtained from the absorption spectrum of Callear and Metcalfe (13 ). It is also 
notable that the V2 frequency in the Rydberg 3 s state is comparable to that in the 
Rydberg 3p z electronic state, 1036 cm - 1 , as determined by the (2+1) REMPI of CD3 
(16 ). 

One of the most interesting features of the methyl radical vibrational analsis is 
the pseudo-Jahn-Teller interaction perturbing the out-of-plane bend vibrational 
manifold in the ground electronic state. The psuedo-Jahn-Teller interaction proposed 
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19. WESTRE ET AL. Methyl-Radical Rydberg 3 s Predissociation Dynamics 307 

by Yamada and Hirota (77 ) is a vibronic coupling of the ground and electronic states 
involving the out of plane bend, v 2 normal mode. This vibronic coupling effect is 
evident in the observed values of the v 2 bending frequency in the excited electronic 
states which are measured using resonance Raman spectroscopy. The vibronic 
interaction results in large anharmonicity in the ground state for the v 2 coordinate as 
was observed by Yamada et al. (77 ) They found that the CH3 v 2 potential in the 
ground electronic state contains a significant quartic contribution causing the methyl 
radical to have an anomalously low v 2 bending frequency. The analysis of the v 2 

ground electronic state potential performed by Yamada et al. (77 ) yields a 
parameterization of the vibronic coupling of the ground and excited electronic states. 
Our spectroscopic results for CD3 yield a value of 1094 cm - 1 for v 2 which is of the 
order of magnitude expected from the pseudo-Jahn-Teller model (18 ). Examination 
of the protonated species C H 3 is required for a more thorough understanding of the 
interaction. The 212.5 nm absorption feature of C H 3 has been identified as the 
[0100H0100] band origin using resonance Raman spectroscopy. Experiments are in 
progress to determine an accurate value for v 2 in the excited state of CH3. 

The Structure and Dynamics of the C H 3 [1000]-[0000]. Callear and 
Metcalfe (13 ) observed, but could not assign a vibronic feature in the methyl radical 
absorption spectrum having a maximum at approximately 208 nm for CH3. Raman 
spectra in resonance with this CH3 absorption feature exhibit only the presence of Vi 
and 2vi vibrational activity. The symmetric C-H stretch (Vi ) and its first overtone 
(2vi ) are of approximately equal intensity. In contrast, resonance with the [0000]-
[0000] electronic absorption results in the Vi Raman feature having 7 times greater 
intensity than 2v\. The change in relative Raman intensities due to Franck-Condon 
factors identifies the absorption feature located near 208 nm as a vibronic symmetric 
stretch band in the Rydberg 3 s spectrum. No Raman lines were detected in the anti-
Stokes region, indicating that the absorption feature is not due to a hot band 
transition. Our observations lead us to identify the broad 208 nm vibronic feature as 
the [1000]-[0000] electronic transition of CH3. The vibrational Raman excitation 
profiles of the Vi Q branch is shown in Figure 6. The modeling of the Raman 
excitation profiles yields 206.85 nm as the band origin of the [1000]-[0000] 
electronic absorption band. Combining the [1000]-[0000] and [0000]-[0000] 
electronic band origins yields a frequency for V i ' in the Rydberg 3 s state of 2040 
cm*1. The value for the dephasing constant obtained from modeling the Raman 
excitation profile for resonance with the [1000] level is ca. 400 cnr 1 , which 
corresponds to a [1000] excited state lifetime of ~ 13 fs. Excitation of one quanta of 
v i (2040 cm - 1 ) in addition to the zero point energy places V i ' level of the excited 
state above the top of the dissociation barrier as determined by the previous one 
dimensional model analysis. The extremely short excited state lifetime is consistent 
with our analysis which yielded a dissociation barrier height of 2200 cm' 1 . 

Structure and Dynamics of the C H 2 D and C D 2 H [0000] Level . 
Additionally, resonance Raman spectroscopy has been employed to study the mixed 
isotopes of the methyl radical. The spectra confirm that the band centers of the 
[0000]-[0000] electronic transition first observed by Herzberg (2,3 ) for C D 2 H and 
C H 2 D are 214.7 nm and 215.3 nm respectively. The resonance Raman spectra yield 
ground state vibrational frequencies for the mixed isotopes. The vibrational 
frequencies have been used to determine the stretching force constants for the normal 
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0.50 

0.40 

~ 0.3 0 

0.20 

0.10 

200.00 205.00 210.00 215.00 

E x c i t a t i o n W a v e l e n g t h / n m 

Figure 6. Q branch Raman excitation profile of v i of CH3 in resonance with 
the [1000] level of the Rydberg 3s state. Modeling of the Raman excitation 
profile yields a Γ of 400 cnr 1 corresponding to an excited state lifetime of 13 fs. 

modes of the methyl radical (79 ). The dissociation dynamics of the mixed isotopes 
are also probed by resonance Raman spectroscopy. The intensities of the resonance 
Raman spectra are observed to increase monotonically with increasing deuterium 
substitution. For excitation at the center of the REPs, the intensities of the resonance 
Raman transitions are inversely proportional to the square of Γ, the dephasing 
constant. The dissociation rate is directly proportional to the dephasing constant. 
Thus the correlation of increase Raman intensity with deuterium substitution is 
ascribed to the isotopic decrease in the tunneling rate. The resonance Raman spectra 
indicate that the excited state lifetime increases with increasing deuterium substitution. 
Further analysis of the mixed isotope intensities will yield quantitative measures of 
the excited state lifetimes. 

Conclusion 

Resonance Raman excitation profiles were utilized to provide insight into the nature 
of the excited electronic state of the methyl radical. The structure and dynamics of 
the methyl radical Rydberg 3 s state were probed by our resonance Raman technique. 
Isotopic dependence of the methyl radical dissociation dynamics can be described by 
the proposed tunneling mechanism. Detailed examination of the J dependent 
dissociation rates for CH3 and CD3 show a strong isotopic effect for the excited state 
lifetime. For each rotational level examined the perdeutero radical, C D 3 has an 
excited state lifetime that is more than five times larger than that for CH3. The 
observed isotopic effect on the tunneling rate arises from the mass difference between 
the proton and the deuteron, the decrease in zero point energy on the excited state 
surface with increase dueterium substitution, and the isotopic dependent shift of the 
vibrational frequency of the oscillator. Raman spectra in resonance with the [0000] 
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19. WESTRE ET AL. Methyl-Radical Rydberg 3 s Predissociation Dynamics 309 

excited state level indicated increasing lifetime within the series of deuteration, CH3, 
C H 2 D , C D 2 H , C D 3 . 

Rovibronic specific predissociation rates for the origin level of the Β state 
were obtained by modeling the S branch Raman excitation profiles of CH3 and CD3. 
The isotopic dependence of the methyl radical dissociation from the [0000] origin 
level was modeled as a simple one dimensional quantum mechanical tunneling 
process through a cubic potential barrier. The observed dissociation rates of the 
[0100] level in the Rydberg 3 s state indicate that the ν 2 ' out of plane bend level of 
CD3 is below the dissociation barrier maximum and lifetimes decrease with 
increasing rotational excitation. The [1000] level of CH3 exhibits an ultra-fast 
dissociation rate which is consistent with the expectation that the V i ' level is above 
the potential barrier. It is hoped that our results will stimulate a theoretical re
examination of the methyl radical Rydberg 3 s state surface. 
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Chapter 20 

Laser-Stimulated Selective Reactions and 
Synthesis of Isotopomers 

New Strategies from Diatomic to Organometallic Molecules 

J . E . Combariza1,6, C. Daniel2, B. Just1,7, E . Kades3, E . Kolba1,8, J . Manz1,7, 
W. Malisch4, G. K. Paramonov5, and B. Warmuth1 
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4Institut für Anorganische Chemie, Universität Würzburg, Am Hubland, D-8700 
Würzburg, Germany 5Institute of Physics, Academy of Science of Belorussia, 

Minsk 220602, Belorussia 

By analogy with new strategies for laser-control of (i) state-selective 
transitions and (ii) vibrationally-mediated photodissociation of small mo
lecules, we suggest (i) selective isomerization and (ii) selective separation 
of ligands in organometallic compounds, designed to prepare pure iso
topomers. Specifically, we extend (i) our previous evaluation of optimal 
infrared (IR) picosecond (ps) laser pulses with analytical (e.g. Gaussian) 
shapes from exclusive high overtone excitation of OD or OH bonds to ex
clusive isomerization of [(CO)2(C5H5)FePHD] or [(CO)2(C5H5)FePH2]. 
Moreover, we adapt (ii) the continuous wave (cw) IR + vis/UV two-photon 
strategy of Crim et. al. and extend it from dissociation of OH (not OD) 
to fission of a metal-ligand bond in a specific organometallic isotopomer, 
e.g. dissociation of Ni-C2H4 (not Ni-C2D4, etc.) or HCo(CO)4 (not 
DCo(CO)4). The parameters of the relevant series of laser pulses (i) or 
cw lasers (ii) are optimized for selective primary photochemical processes 
in a single isotopomer. Further reactions of specific isomers (i) or radicals 
(ii) yield the desired preparation of pure isotopomers. The model simu
lations employ a broad variety of theoretical chemistry techniques, from 
quantum chemistry ab initio evaluation or modelling of potential energy 
surfaces and electric dipole functions, to calculations of relevant vibrational 
states, to simulations of laser-stimulated molecular reaction dynamics by 
propagation of representative wavepackets. 
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7Current address: Freie Universität Berlin, FB Chemie, Institut für Physikalische und 
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20. COMBARIZA ET A U Laser-Stimulated Selective Reactions 311 

Laser assisted separation and preparation of molecular isotopomers have been 
considered as challenging tasks ever since the discovery of lasers. Correspond
ing efforts have already achieved substantial, albeit not universal success; e.g. by 
means of continuous wave (cw) laser induced multiphoton excitations, (for reviews 
see Refs (1-3).) The purpose of this article is to present - in a brief survey-type 
manner - two novel strategies for laser assisted primary reactions in selective 
isotopomers of organometallic compounds, e.g. exclusively in the deuterated one 
(called briefly [D] below), not in the naturally abundant hydrogenated one, [H], 
or vice versa. Sequel reactions may yield the desired pure product isotopomers. 
The two methods are extensions, or adaptations of related, very promising new 
strategies for laser assisted selective transitions or reactions in small molecules. 
Briefly, (i) strong infrared (IR) ps laser pulses with analytical (typically Gaus
sian) shapes may induce vibrational state-selective transitions, e.g. exclusive 
high overtone excitation of specific diatomic isotopomers (molecules, radicals or 
fragments) such as [D]=OD, not [H]=OH, or vice versa (4-6). This method is 
important, since the vibrationally excited "hot" isotopomer, OD, may serve as a 
preferential reagent (in comparison with "cold" OH) in a sequel deuterium (not 
hydrogen) transfer reaction, yielding exclusively the deuterated, not the hydro
genated products (7). For example, selective consumption of vibrational energy 
is favoured by bimolecular reactions such as OD + CI —> Ο + DC I, preferably 
if they have late barriers of their potential energy surfaces (8-11). However, 
we center our attention on extending the fundamental methods of selective vibra
tional excitations to laser pulse assisted isomerization of exclusively organometal
lic model isotopomers, e.g. [O]=[(CO)2CpFePH D], not [H] = [(CO)2CpFePH2], 
(Cp=C 5i/ 5), and vice versa. 

(ii) Continuous wave (cw) IR + vis/UV two-photon excitations have been 
developed systematically, in particular by Crim et. al. (13,14) for laser con
trol of photochemical reactions. The method has already been used for isotope 
separation of small molecules^5-18), however we are not aware of any previous 
applications to organometallic compounds. The culmination of this IR + vis/UV 
two photon approach is presumably bond-selective two photon dissociation of 
small molecules, as documented in the first consistent theoretical prediction and 
experimental verification carried out for vibrationally mediated photodissocia
tion of HOD in the A(Mi) state by Imre and Zhang (19,20) (see also the work 
of Schinke et al (21,22)), of Crim (23) and of Rosenwaks and Valentini (24). 
Shapiro and Segev (25,26) made similar predictions for bond selective IR + VUV 
photodissociation of HOD in the Β(ιΒχ) state. 

Here we suggest that essentially the same IR + vis/UV two-photon strategy 
(13-26) may be used for selective photodissociation of specific isotopomers, from 
small molecules e.g. OH, not OD to organometallic model compounds, e.g. [H] = 
Ni-C 2# 4 , not [D]= Ni-C2L>4, or [H]= HCo{CO)4, not [D]=DCo(CO)4. Some 
complementary laser-induced reactions of selective organometallic isotopomers 
have been presented very recently (27). 

The original purpose of the methods (i) (4-6,12), (ii) (13-26) has been laser 
induced state mode or bond selectivity in unimolecular reactions (28-31). The 
present extension to selective preparation of organometallic isotopomers provide 
novel yet straightforward applications of these techniques. 

The present choice of organometallic compounds is motivated primarily by 
broad interest of several groups, in these model compounds, [(CO)2CpFePH2], 
(12,32), [Ni(C2H4)\, (33,34), and [HCo(CO)4], (35-39). Clearly, these specific 
compounds serve just as rather simple examples for the application of the new 
strategies (i), (ii) to other organometallic compounds with similar structural and 
dynamical properties. Their most obvious common property is the binding of 
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312 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

one or more ligands to a transition metal atom, and this suggests rather simple 
model simulation of strategies (i), (ii) for organometallic compounds. Another 
strong motivation for the choice of our model systems is as follows: The heavy 
metal atoms should block (40-47) intramolecular vibrational energy redistribu
tion (IVR) on a time scale T / V H which may be longer than the duration of the 
laser-induced processes (i) and (ii), i.e. longer than few ps or ca. 100 fs, respec
tively (see however Ref. (48))· As a consequence, many molecular degrees of 
freedom are decoupled on the time scale of laser induced processes (i), (if), i.e. 
one may design reduced-dimensionality models which should account for all "ac
tive" promoting modes of the reactions, neglecting all "passive" spectator modes. 
In fact, we shall assume simple one dimensional (ID) or two dimensional (2D) 
models, describing the relevant reaction coordinate, possibly plus another im
portant promoting mode of the systems. In particular, we shall disregard any 
detailed effects of rotations - this approximation is presumably more appropriate 
for large, slowly rotating (r r o i > bps) molecules than for small, fast rotating ones. 

In practice, we shall assume that the molecular orientation is fixed, with its 
dominant dipole component μχ along the axis of linearly (x-) polarized electric 
field of the lasers. Of course, we are aware of some inherent artifacts which 
may be associated with such simple ID and 2D models (49-55). Therefore we 
should emphasize from the outset that the subsequent results are to be considered 
as semi-quantitative, subject to tests of self-consistency in refined models with 
higher dimensionalities, ultimately by experimental verifications. Nevertheless, 
by analogy with some successful ID or 2D approaches to related model systems 
(see the next sections), we are confident that the present predictions are quite 
meaningful, and stimulating. 

The new strategies for laser induced isotopomer selective isomerizations (i) 
and bond-fissions (ii) will be presented in two subsequent sections. Each Sec
tion consists of two parts: First we give a brief account of the corresponding 
strategy for small molecules, second we extend the methods to organometallic 
compounds. The fundamental methods cover a broad range of theoretical chem
istry techniques, including models or quantum chemistry ab initio calculations 
of potential energy surfaces and dipole functions, evaluation of molecular vibra
tional states, and simulation of the laser assisted molecular reaction dynamics by 
time dependent propagation of representative wavepackets, together with optimal 
design of the laser parameters. The conclusions are presented in the final section. 

Isotopomer-Selective Unimolecular Processes Induced by Strong ps IR 
Laser Pulses with Analytical Shapes 

Selective Vibrational High-overtone Excitation of OD versus O H . Let 
us consider, as an example, the problem of exclusive vibrational high overtone ex
citation of OD, not OH. The relevant model potential energy surface V and dipole 
function μχ versus bond coordinate χ are adapted from Refs (6,56-58), with pa
rameters adjusted to the OH/OD bonds of HOD, as shown in figure la, together 
with the OD vibrational energies Ev and wavefunctions <̂ (q) — < q\v >. These 
are obtained by solving the time independent Schrodinger equation 

Hmol I ν >= Ev I ν > (1) 

with molecular Hamiltonian 
Hmol = T+V, (2) 
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20. COMBARIZA ET AL. Laser-Stimulated Selective Reactions 313 

kinetic energy operator 
Τ = ρ'/2μ (3) 

and reduced mass 
μ = m0mD/(mo + mD) (4) 

by means of finite differences (59,60). 

For an explicit rather simple introductory example, let us assume first that 
the model OD bond should be excited from an initial state | i > = \ t>,>, 
typically the ground state | vt > = | 0 >, to a moderately excited target state 
I / > = I vj >, e.g. I vj > = I 5 >, by means of an x-polarized IR ps laser 
pulse with Gaussian shape. (Such moderate excitations may also be achieved 
by means of cw-lasers, as described in the next sections.) In the semiclassical 
approximation, the pulse is represented by its electric field 

€(t) = (£x(t),0,0)T, (5a) 

where £x(t) has the general form 

ex(t)=£k(t) = Sk\sinu>k{t - tk)]-Sk(t - tk; tpk) (56) 

with the Gaussian shape function 

Sk(T,tp) = exp[-Aln2(T/t2

p)}, (5c) 

and parameters £ k = field amplitude, u)k = IR carrier frequency, tk = delay 
time and tpk = pulse duration, possibly labelled by an index k (k = 1,2,...,Ν for 
sequences of pulses. 

The solution of this problem - selective excitation of a moderately excited 
overtone of OD - is adapted from Refs (4-6), see also Ref (61). Essentially, we 
have to evaluate the time-dependent Schrodinger equation 

ih I Φ<(<) > = H\ Φ,(ί) > (6) 

subject to the initial condition 

I Φ.·(0) > = \vt> (7a) 

The time-dependent Hamiltonian 

Η = Hmol - μχΕχ(1) (8) 

describes the molecule plus its electric dipole interaction with the laser field. For 
convenience, the resulting molecular wavepacket Ψ;(2) is expanded in terms of 
molecular eigenstates 

I > = Σ Ι υ > (9) 
ν 

Insertion of eqn (9) and Dirac-bra-operation of the molecular state < u \ then 
converts eqn (6) into the corresponding algebraic version, 

ih§fi(t) = KCi(t) (10) 
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314 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

0.0 0.5 , 1.0 
t/ps 

Figure 1. Selective vibrational overtone excitation of model O D by ps IR laser 
pulses with Gaussian shapes, la. Potential energy V, vibrational energies E y and 
wavefunctions φ (bottom panel) and dipole function μ (top panel). Selective 
vibrational transitions are indicated by vertical arrows, lb. Electric fields £ with 
Gaussian envelopes S (top panels) and resulting populations ? v of vibrational 
states ν (bottom panels) for selective 0 - • 6 transition. The laser pulses do not 
affect the O H isotopomer, dashed line in bottom panel of lb. 
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40 
Ξ > 

Ά ο 

0.5 

0.0 

\ I 

\ ι| 
• \ i 

12 

Ι - ί 
0.0 0.5 1.0 1.5 

t/ps 

Figure 1 continued. Electric fields Ε with Gaussian envelopes S (top panels) and 
resulting populations P y of vibrational states ν (bottom panels) for (lc) 
nonselective 0 —• 12 transition and (Id) selective series (k=l,2) of 0 —• 6 —• 12 
transitions. 
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316 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

with vector Ct of expansion coefficients Cv{, and Hamilton matrix H with elements 

Huv(t) = EJUV- <η\μχ\ν> Sx(t) (11) 

The initial condition (7a) is equivalent to 

Cvi(0) = 6vi. (76) 

The coupled equations (10) subject to (7b) are propagated by Runge-Kutta inte
gration (59,60). The resulting coefficients Cvi(t) yield the time-dependent popu
lations of molecular eigenstates 

Pvi(t) = \Cvi(t)\2. (12) 

In particular, the relevant population of the target state |v> = | v /> = | / >at 
the end of the pulse, i.e. at time t = tpk, is Pji(tPk)< Of course, Pfi(tPk) depends 
(via eqns 15, 10-12) also on the other laser parameters Sk, ω*, thus 

Pji(tpk) = Pfi{tph,u>k>Sk) (13a) 

Systematic variation of ω*, Sk yield optimal laser parameters for maximum exci
tation of the target state (4-6); in favourable cases, 

P}i(tpk,uk,Sk)~l, (136) 

where u>k, Sk denote the optimal laser parameters. Details of the optimization 
procedures are given in Refs (4-6). Suffice it here to say that the resulting 
frequencies are typically close to, but not identical to, zero-order frequencies 
uk~(Ef — Ei)/(nkh) of nk — 1,2,3,..etc photon transitions. For the purpose of 
isotope selectivity, it is found that these optimal populations of target states (13b) 
are extremely sensitive to tiny variations Δω* of the optimal frequencies u;*, i.e. 
Pfi(tpk,u;k + Au;k,£k) —• 0 for I Δ uk\/u;k > 0.001. In contrast, the optimal 
Pji(tpk,Ljk,Skys are rather robust even for substantial variations (A€k/Ek < 0.1) 
of the electric field strength (61). 

A successful model application for selective vibrational | 0 > —• | 6 > exci
tation of OD is shown in figure lb. The optimal laser pulse's electric field and 
its Gaussian envelope are shown in the top panel, the resulting time-dependent 
populations are in the bottom panel, yielding almost perfect excitation of the 
target state | vj > = | 6 >, see eqn (13b). In contrast, the effect of the same 
pulse on ground state OH isotopomers is entirely negligible, see the bottom panel 
of figure lb. Likewise, it is possible to design optimal laser pulses for selective 
excitations of OH (6,61), but in turn, these pulses do not at all excite the OD 
isotopomer. 

These model simulations clearly demonstrate the desired isotopomer-selectivity 
of the present laser pulses. The most important origin for this discrimination of 
nearly perfect OD versus entirely inefficient OH excitations, and vice versa, is the 
different (mass-dependent! cf. eqns (1) - (4)) eigenenergies, implying extremely 
narrow ranges of optimal IR transition frequencies u;k for either OH or OD, which 
do not overlap (except possibly in rare accidental cases). 
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20. COMBARIZA ET AL. Laser-Stimulated Selective Reactions 317 

Unfortunately, however, selective excitation of isotopomers by a single IR 
ps laser pulse is not a universal tool. Depending on the systems (4-6,61), its 
favourable domain are moderate, not high overtone excitations, or in general 
transfer of "few", not "many" vibrational quanta. For example, the successful 
application to moderate OD | 0 > —>\ 6 > excitation cannot be extrapolated to 
high OD I 0 > —>\ 12 > excitation, compare the positive and negative results 
shown in figures lb and lc, respectively. Nevertheless, the desired high overtone 
excitations, | 0 > —»| 12 >, may be achieved by an extension (see Refs (12,61)) 
of the original method (4-6). One simply divides the high overtone excitation 
0 > —>|12 > into smaller individual steps labelled k = 1,2,...,N, e.g. Ν = 2 for 
0 > —>|6 > —>\12 >. In general, the sequence of Ν transitions from f i > to | / > 

may be written 

\i >= \Vl > -+\v2 > -» >\vk > ->|Ϊ;* + Ι > - » >\vN > ->|t>N+i >= 1/ > 
( 1 4 ) 

Then one designs optimal laser fields £k(t), eqns (5), for each individual tran
sition I vk > —• I Vfc+i >, k = 1,2,...,N. Finally, the individual laser fields are 
superimposed 

k=l 

with adequate delay times tk, e.g. the sequel pulse k-f 1 should start when the 
preceding one k has its maximum intensity. The overall laser field (15) will 
then drive the molecule from its initial state | i > via the sequence (14) of 
intermediate states | vk > towards the target state | / >. This strategy for 
high overtone excitation by sequences of ps IR laser pulses with analytical shapes 
is demonstrated in figure Id for the sequence |0>—•|6>—>| 12 >, yielding 
substantial, (ca. 75%) high overtone excitation of the OD target state | 12 >. The 
individual pulse for the first step | 0 > —>| 6 > has already been shown in figure 
la; a similar pulse is designed for the second step | 6 > —»| 12 >; the cumulative 
effect of both pulses is shown in figure Id. Similar sequences of laser pulses (14) 
may be designed for any other high overtone excitation (61). Furthermore, the 
same sequence of laser fields Ex(t) which yields selective high overtone excitation 
of OD (v = 12) have negligible effect on OH (v = 0). 

Before closing this sub-section, let us point to an important technical aspect 
which makes the present approach to selective high overtone excitations easier 
than some complementary ones (62-65). Specifically the present simple super
position of IR ps laser fields £k(t) generate automatically, via interferences, the 
required, rather complex structure of the effective overall fields £x(t), see figure 
Id. Comparably more complex structures have been derived earlier by Rabitz et 
al (62-64) for much more demanding, i.e. non-anlytical design of optimal laser 
pulses, see also our extension (65). As an example we show in figure 2 some 
results for the N1-C2H4, which will be described in more detail later, using an IR 
100 femtosecond laser pulse with non-analytical shape, to excite the system from 
the ground state to a higher vibrational state |4 >. The complexity and difficulty 
to evaluate the results are seen in figure 2, in contrast with the results obtained 
using analytical pulses as shown in figures lb-Id. 

Selective Isomerizations of [ C p ( C O ) 2 F e P H D ] versus [ C p ( C O ) 2 F e P H 2 ] . 
In close analogy to selective vibrational high overtone excitation of OD versus 
OH, let us now consider the problem of exclusive isomerization of a model organo
metallic compound, [Cp{CO)2FePHD], not [Cp(CO)2FePH2]. The two isomers 
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318 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

- 2 0 0 

t / fs 

Figure 2: Example of hybrid techniques for isotopomer selective reactions 
of organometallic molecules. The IR excitation of Ni-C 2H 4 is attempted by 
an IR 100 fs laser pulse with non-analytical shape. Compare with simpler ps 
IR laser pulse excitations as in Figure 1. 
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20. COMBARIZA ET AL. Laser-Stimulated Selective Reactions 319 

have the pyramidal FePHD ferrio-phosphine group either bent towards the (CO) 
ligands (isomer A) or towards the cyclopentadienyl ligand (isomer B); see figure 
3a. Isomerization from A to Β may be considered as the inversion of the FePHD 
fragment. As it is well known, some important aspects of inversion processes (e.g. 
dynamical tunnelling) of these paradigma are well described by ID models, see 
e.g. Ref (66). By analogy, and neglecting IVR among different ligands due to 
heavy atom blocking we employ a ID model for inversion of [(CO^CpFePH D]. 
The corresponding potential energy surface V and dipole function μχ versus in
version coordinate σ are shown in figure 3a, together with the vibrational energies 
Ev and wavefunctions φν(σ) = < σ \ ν >. The evaluation of V and μχ by quan
tum chemistry ab initio methods has been described in Ref (12). The energy 
barrier between the two isomers is ca. 20 Kcal/mol in fortuitous agreement with 
experimental results for similar type of ferrio-complexes (32). The difference in 
energy between the two configurations is ca. 4 Kcal/mol. 

For convenience, the vibrational states | ν > may be re-labelled as | AVA > 
for isomers A, | BVB > for isomers Β and | CVQ > for the group of highly excited, 
delocalized states which spread over the common ("C") domain of isomers A and 
B, see figure 3a. For example, the ground states of isomers A and Β are labelled 
|t>> = | 0 > , | 3 > o r | A 0 > , | . £ ? 0 > , respectively. Likewise, the lowest 
delocalized state | CO > is equivalent to | ν > = | 28 >, with energy Eco just 
above the barrier of the potential energy surface V. 

The detailed strategy for selective laser-pulse-assisted isomerizations has been 
derived and described in detail in Ref (12), in close analogy to the strategy for 
selective high overtone excitations in OD. Essentially, we determine the initial 
state, typically the ground state | i > = \ AO > of isomer A, and the target state 
1/ >, a highly excited state such as | B9 > of isomer B. Then we divide the 
demanding overall transition, | AO > —» | B9 >, into a series of small individual 
ones, for example 

\i >= |A0 >-+ I A3 >-• |A6 >-> |A9 >-• |A12 >-• |C1 >-• \B9 >= \f >, 

,(16) 
see figure 3a, similar to the previous scheme (14). For each individual transition 
I Vk > —• I ujt+i > we design an optimal laser field Ek(t), as in eqns (5). Finally, 
the individual £k(t)'s are superimposed, yielding the overall laser field Sx(t). For 
clarity of presentation and interpretation, the results are shown separately for 
transitions k = 1-4 and 5,6 in figures 3b and 3c, respectively. Both forms of 
presentation and interpretation are analogous to the results shown in figure Id 
for selective high overtone excitation of OD. 

The sequence of transitions (16), which is achieved by the corresponding series 
of laser pulses, is seen in the resulting probabilities shown in the bottom panels of 
figures 3b,3c. The transitions k = 1-4 yield high overtone excitation of isomer A, 
whereas transitions k = 5,6 yield the isomerization from states | A12 > to B9 > 
via the delocalized state | C l >. This "detour" via the highly excited state CI > 
is essential since it provides indirect coupling of states | A12 >, and | B9 > via 
significant dipole matrix elements < A12 | μχ | C l > and < C l | μχ \ B9 >. 
In contrast, any direct transitions from | A12 > to | B9 > (or from any other 
states of isomers A to B) are prohibited by entirely negligible matrix elements 
< AVA I μχ I BVB >, due to negligible overlap of the domain of wavefunctions 
I AvA > and | BvB >. Still, the "detour" transition | A12 > - • | C l > turns 
out to be a "bottleneck", reducing the overall probability of isomerization to 
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320 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Figure 3. Selective isomerization of Cp(CO) 2 FePHD from isomer A to Β by 
series of ps IR laser pulses with Gaussian shapes. 3a. Model with series of 
selective transitions AO —>...—• B9. V in Kcal/mol and μχ in atomic units. 
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20. COMBARIZA ET AL. laser-Stimulated Selective Reactions 321 

Figure 3 continued. 3b. Selective vibrational excitation of isomer A (transitions 
k=l-4). 3c, Selective isomerization from state A12 of isomer A via delocalized 
state CI to state B9 of isomer B (transitions k=5,6). 
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~0.75, evaluated by adding the final probabilities PBVBAO for transitions from 
state I AO > of isomer A to all states | BVB > of isomer B. However, this obstacle 
may be overcome by few (~3) applications of the series of laser pulses k = 1-6, 
yielding ultimately pure isotopomers B. 

In close analogy to the results for selective high overtone excitation of OD, and 
for equivalent reasons, the series of laser pulses shown in figures 3b,3c yield exclu
sive isomerization of [D] = [Cp(CO)2FePH D], not [H] = [Cp{CO)2FePH2]. As 
a consequence, we may use the present strategy to switch all [D]'s into isomers 
B, whereas at low temperatures, the vast majority of [H]'s exists as thermo-
dynamically preferred isomer A. In fact, the small fraction of [H]'s that may 
exist as isomers Β may also be converted into isomers A by an appropriate 
series of laser pulses. The laser-pulse induced primary reaction turns differ
ent isotopomers into different isomers, [D] = Β and [H] = A. In favourable 
cases, sequel reactions which are isomer-selective will yield specific product iso
topomers. This possibility is indicated in figure 4: a bulky, substituted methyl-
iodide ICR3 (e.g. R = benzene) approaches preferably isomer B, whereas nu-
cleophilic attack of invertomer A is hindered sterically by the large Cp-ligand 
(or even larger ones, CsMes,C5Ph5 etc, Me=CH3, Ph=CeH6). As a conse
quence, the sequel SN2 reactions yield exclusively the deuterated product salt, 
Cp(CO)2Fe(PHD){CRzYl-, not Cp(CO)2Fe(PH2)(C R3)+Γ. This hypothet
ical example should indicate the type of synthesis of pure organo-metallic iso
topomers that may be achieved by selective primary isomerization processes in
duced by series of ps IR laser pulses with Gaussian shapes. 

Isotopomer-Selective Photodissociations Induced by Weak Continuous 
Wave IR + v is /UV Two-Photon Laser Excitation 

Vibrationally Mediated Dissociation of O H versus OD. Let us now con
sider, as an example, the problem of exclusive photodissociation of OH, not OD. 
For convenience and consistency of presentation, we use the same model system, 
with potential energy surface Vx of the electronic ground state X, vibrational 
energies Ev and wavefunctions φυ{η), as in section 2.1, see figures la and 5. We 
assume a simple model potential curve VA for the repulsive electronically excited 
state A, 

VA(q) = V°exp(-q/q0) (16) 

with parameters VJ = 3.64eV and q0 = 0.590ao, fitted accordingly to the poten
tial energy surface of the electronically excited A state of H20, as used by Imre 
and Zhang (19, 20), adapted from Refs. (21, 22). This simple OH/OD model is 
appropriate for schematic explanations and semiquantitative evaluations of the 
fundamental solution of our problem, which is based on the approach of Refs. 
(13 - 18); implicitly it also points to some analogy of selective photodissociation 
of isotopomeres such as OH versus OD and selective fissions of OH versus OD 
bonds of HOD, as pioneered by the authors of Refs. (19 - 26). 

Isotopomer-selective photodissociation of OH, not OD, may be achieved by 
means of vibrationally mediated IR + vis/UV two photon excitations, using two 
cw lasers as in Refs. (13 - 26), as follows (see figure 5): The first IR photon 
yields moderate vibrational overtone excitation from the initial (ground) state 
I i > to the "mediating" vibrational state | m >, e.g. | 0 > —> | m > = | 4 > for 
OH. The second (vis or) UV photon lifts | m > from the electronic ground 
state by a vertical Franck-Condon (FC) transition to the repulsive potential 
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20. COMBARIZA ET AL. Laser-Stimulated Selective Reactions 323 

Figure 4 Isotopomer selective sequel reaction following laser pulse assisted 
isomerization of [H] = Cp(CO)2FePH2 versus [Dl = Cp(CO)2FePHD. Nucle-
ophilic attack of bulky ICR1R2R3 to isomer Β of [D] is possible, but to isomer 
A of [H] it is inhibited. 
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Figure 5: Selective cw IR + UV photodissociation of OH, not OD. Sequence 
of vibrational (IR) plus electronic (UV) photodissociations (t= 0 - 20 fs) 
indicated by density of corresponding wavepackets superimposed on model 
potential energy curves in panels α — δ. Selective vibrationally mediating 
level |4 > of OH versus other levels of OH and OD are also indicated. 
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20. COMBARIZA ET AL. Laser-Stimulated Selective Reactions 325 

energy surface of the electronically excited state, where it dissociates as time-
dependent wavepacket | ip(t) >. The three steps of this strategy - IR excitation 
I i > —> I m >, vis or UV excitation | m > —• | ψ(0) > and dissocia
tion I ψ(0) > — • I φ(ί) > - are illustrated for selective IR + UV photodisso
ciation of OH in figure 5. The time evolution of the dissociative wavepacket 
I φ(ί) > is simulated by Fast Fourier Transform propagation (67-70), as in 
Refs. (6,19,20,28,34,71). The alternative method of solving the time dependent 
Schrôdinger equation by expansion in terms of molecular eigenstates (without 
continuum states!), see eqns. (6) - (10), is restricted to non-dissociative isomer
ization or intramolecular processes. 

The superb selectivity of vibrationally mediated IR -f UV photodissociations, 
in comparison with traditional single-photon excitations, is based on three con
ditions (see figure 5): (i) The IR + UV excitation prepares the molecule in a 
very repulsive domain of the potential energy surface of the electronically excited 
state, inducing dissociation on ultra-short time scales (< 100/s), faster than any 
competing process such as IVR. (ii) The energy gap ÀV between the potentials 
of the electronically excited and the ground state ( in the relevant FC-region(s)) 
is divided into the two IR + UV photons' energies, 

A V = L i H - f b [ / v . (17) 

Neither of the individual photon energies hu;iR, Κωυν is large enough to excite the 
target electronic state, (iii) Both individual IR and UV transitions are efficient, 
i.e. the corresponding electric dipole transition elements, e.g. < m | μ \ i > for 
direct overtone excitation, as well as the overlaps < d \ φ(0) > = < d I m > of 
the mediating vibrational and dissociative wavepacket | m > and | d > should be 
large. 

Isotopomer selectivity may be achieved if conditions (i) - (iii) are satisfied 
exclusively by one specific isotopomer. For example, the selective IR + UV 
photodissociation of OH, illustrated in figure 5 is obtained by IR photons which 
excite exclusively the vibrationally mediating state | m > = | 4 > of OH, whereas 
all vibrational levels of OD are off-resonance, see also figure la. Moreover, neither 
Ticj/ft nor Κωυν suffice for direct single photon dissociation of OD. As in the 
previous systems, by tuning the IR frequency to resonant overtone excitation of 
OD, one may achieve similar selective IR -f UV two-photon dissociation of OD, 
not OH. 

Vibra t iona l ly Media ted Dissociations of Organometallic Isotopomers. 

A ) N i - C2H4 versus N i - C2D4. In close analogy to selective IR + UV two-
photon dissociation of OH, not OD, let us now consider selective vibrationally 
mediated fissions of isotopically labelled metal ligand bonds. For our first model 
system, Ni — C2H4 versus Ni — C2D4, we employ a simple 2D model with two 
coordinates qa, qt, describing essentially the Ni — <72#4((72Ζλι) bond distance and 
the symmetric out-of-plane vibration νη of (^#4(^1)4), see figure 6. We assume 
that the C2v-symmetry of the equilibrium configuration of Ni — C 2 i / 4 is conserved 
along the reaction path, such that the photodissociation of Ni — C2H4(C2D4) 
may be described by a simple collinear model ABC* —• A + BC, where A = Ni, 
and B, C represent the centers of masses of the carbon (C2) and hydrogen ( # 4 ) 
or deuterium (D4) atoms, respectively. The distances between A-Β and B-C are 
defined as coordinates qa and o& of the present 2D model. Essentially, qa describes 
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15 4.0 45 5.0 55 

Figure 6: Selective IR + UV photodissociation of Ni-C 2 H 4 , not Ni-C 2D 4 . 
Potential energy surfaces of electronic ground (α, β) and excited states (7,6) 
together with densities of corresponding wavepackets are shown as contour 
plots. States labelled |0,t; > denote 0 + ν vibrational quantas in the Ni-
ligand bond and in the C 2 H 4 (C 2D 4) bond 1/7, respectively. 
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the dissociative metal-ligand distance, whereas (ft, accounts for the C2H4/C2D4 
bending mode 1/7. All other degrees of freedom are neglected in this zero-order 
approximation. 

Our 2D model for Ni — C2H4/N1 — C2D4 is motivated by a variety of struc
turally related systems. In particular, Amiravet al (72) explained their photodis
sociation spectra of Cd(CH3)2 and Cd(CD3)2 by exclusive consideration of the 
Cd—C dissociative bonds and the symmetricout-of-plane ("umbrella") vibrations 
of CH$(CD3). Moreover, Zewail et al (73) have shown that photodissociation of 
He-trans-stilbene van der Waals molecules are accelerated by low-energy out-of-
plane bending modes, in contrast with inefficient high-energy in-plane vibrations. 
The inefficiency of in-plane bends has also been documented for photodissoci
ation of Ar-benzene complexes by Parmenter et al (74), although these modes 
should of course be incorporated in rigorous, quantitative models, as suggested by 
Hutson, Clary, and Beswick (75) for photodissociation of Ar,Ne-ethylenes. Last 
but not least, Shapiro et al (76,77) and very recently Schatz et al (78) described 
photodissociation of methyliodide by a collinear ABC model (A = I, Β = C, C 
= center of mass of H3). Likewise, it is reasonable that the ultrafast (~ 20 fs, 
see below) photodissociation of Ni — (7 2 / / 4 ((7 2 /λ|) will transfer sudden energy 
release preferably into Ni -f C2//4(C2Z}4) translational energy plus vibrational 
energy of the 1/7 mode, i.e. by pushing the C 2 atoms towards the plane of the 
H4 atoms, opposite of the Ni atom. Subsequently, the carbon atoms may trans
fer momentum partially towards their hydrogen neighbours, thus exciting other 
vibrational modes such as the symmetric stretch V\ of the nascent ethylene. For 
simplicity we assume that the type of IVR from 1/7 towards other modes v\, i / 2 , 
etc. proceeds on a much longer time scale, i.e. during dissociation, the transla
tional mode Ni + (7 2// 4((7 2ίλι) is coupled exclusively to 1/7. Let us point out that 
this mechanism yields quasi-coherent (or "transient" (79)) excitations of the νΊ 

mode, not vibrational eigenstates of the nascent ethylene molecules, which could 
be monitored by femto-chemical pump-and-probe experiments (80,81), yielding 
isotopically selective quantum beats (35.1 fs and 46.3 fs for C2H4 and C2D4, 
respectively). 

The relevant potential energy surfaces of the electronic ground state and ex
cited state, (lA\) and ( 3 Ai) , are shown in figure 6. These are modelled by ana
lytical functions fitted to quantum chemistry ab initio results of Siegbahn et al 
(33); further details are given in Ref. (34)- Of course, we anticipate that the 
corresponding quantum yields of electronic M i —• 3A\ transitions (induced 
by weak spin-orbit couplings of the metal atom) will be rather low, but this does 
not affect the issue of isotopomer selectivity. Similar model simulations could be 
carried out for IR + UV two-photon transitions to even more excited electronic 
states, as soon as (repulsive!) potential energy surfaces are available. 

The vibrational wavefunctions φν{<1α,(1ά) — < QaÇb \ ν > and energies Ev 

are evaluated by means of imaginary time Chebyshev propagations, using the 
method of Ref. (82,83). The resulting vibrational ground | 0 > and mediating 
I 4 > wavefunctions, are illustrated by equidensity contours versus coordinates 
in figure 6, panels α and β, respectively. From the nodal structure, one readily 
sees that | 4 > accumulates two vibrational quanta in the C 2 / / 4 bend along 
qb, but zero quanta in the Ni-ligand stretch along qa. Correspondingly, state 
I 4 > may be relabeled as | va = 0,Vf> = 2 >, with corresponding notations for 
similar excitations of local bending modes | 0, υ& > or local Ni-ligand stretches 
I va, 0 >. The corresponding energies Ev = E0vb or EVao of those states and several 
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other non-local states are shown in figure 6 for both Ni — C2H4 and Ni — C2D4 
complexes. 

Selective IR + UV two-photon dissociation of Ni — C2H4 (not Ni — C2D4) 
is illustrated in figure 6. These model simulations indicate the possibility of 
exclusive fission of the Ni — C2H4 bond. In practical applications, this elimina
tion of Ni — C2H4 complexes might support indirect enrichment of deuterated 
Ni-ethylene isotopomers. Also, the same strategy, but with IR photons tuned 
to vibrational overtones of Ni — C2D4, would produce exclusively perdeuterated 
ethylenes. 

B) HCo(CO)4 versus DCo(CO)4. As our second example, we simulate iso
topomer selective IR + UV two-photon dissociation of HCo(CO)4, not DCo(CO)4. 
For this purpose, we employ a simple 2D model, similar to that of Ni—C2H4/Ni— 
C2D4 or of the related system, ICH3 (76-78). The model is based on the ground 
state geometry of HCo(CO)4 which is a distorted trigonal bipyramid, and we 
assume that its C 3 v symmetry is conserved during photodissociation, similar to 
I CHI —• / + CH3 (76-78). Correspondingly, vibrationally mediated bond fis
sions 

HCo(CO)*4 —• H + Co(CO)4 (18a) 

are modelled - again - as a colli near process 

ABC* —• A + BC (186) 

where A = Η, Β = Co, and C = center of mass of the axial CO ligand. The 
equatorial CO ligands were not included in the dynamics. The distances between 
A-B and B-C correspond to the HCo bond length and to the distance between Co 
and the center of mass of the axial CO ligand; these are described by coordinates 
qa and qt of the present 2D model, respectively. All other degrees of freedom are 
neglected. 

In principle, this model also allows one to describe the competing dissociation 

HCo(CO)*4 —• HCo(CO)3 + CO (18c) 

i.e. 
ABC*—>AB + C (18a1). 

Both channels of photodissociations (18a), (18c) have been observed by Sweany 
(39), however our subsequent simulation centers attention on selective homolysis 
of the HCo bond. Vibrationally mediated control of HCo versus axial Co — CO 
bond fission, similar to HO versus OD bond fission of HOD (19-26) is being 
currently studied in our group. 

The potential energy surfaces of the electronic ground state and the excited 
state, ( M i ) and(Mi) are modelled - again - by fitting analytical functions to 
quantum chemistry ab initio results, adapted from Refs. (35-38). Specifically, the 
ground state M i potential is approximated by double Morse oscillators, similar 
to Refs. (28,68,69,84,85). In contrast, the excited state 3A\ is represented by 
rotated Morse oscillators (86) fitted to the ab initio potential energy curves versus 
the HCo and axial Co - CO bonds of Refs. (35,36). These fitted potential 
energy surfaces are illustrated by 2D contour plots versus qa,qb in figure 7. The 
competing product channels (18a) and (18c) correspond to two exit valleys of 
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Figure 7: Selective IR + U V photodissociation of HCo(C0) 4 , not DCo(C0) 4 . 
Notations are analogous to Figures 5 and 6. States labelled |v, 0 > denote ν + 
0 vibrational quantas in th Η-Co (D-Co) and axial Co-CO bonds, respectively. 
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the potential energy surface, in figure 7. In contrast, figure 6 shows a single exit 
valley for photodissociation of Ni-ethylene. 

The vibrational states | υ > and energies Ev are evaluated by expansions in 
terms of Morse oscillator basis functions for the individual Η — Co and axial 
Co — CO distances, using the techniques of Ref. (28). Preferential fission of 
the HCo bond requires that the dissociative frontier lobes of the mediating state 
I m > extend into the repulsive domain of the exit valley of the potential energy 
surface of the excited electronic state, leading towards products H + Co(CO)4. 
This condition is satisfied by | m > = | 114 >, which describes the fourth 
excited vibrational state of the HCo local mode in HCo(CO)4. The wavepacket 
I 114 > is also illustrated by equidensity contours in figure 7, panels β and 7. 
The accumulation of va = 4 vibrational quanta in the Η — Co bond versus Vb = 0 
quanta in the Co — (CO) mode is visible in this presentation of state | ν = 114 >; 
correspondingly, | ν = 114 > may be relabelled as | va = 4,Vb = 0 >, with 
analogous notations for complementary local modes | va,Vb > of HCo(CO)4, 
compare with the wavefunctions of Ni-ethylene. The corresponding vibrational 
energies Ev of the model HCo(CO)4 and DCo(CO)4 are also shown in figure 7, 
with marks | va,0 > of the viorationally excited HCo or DC ο local stretches. 
By analogy with local mode overtone excitations (14), w e assume that it will be 
possible to excite these stretches selectively. 

As in the case of Ni-ethylene, we also assume that UV excitation deposits the 
vibrationally mediating state | 4,0 > on the potential energy surface of the excited 
state without further perturbations. This approximation should be tested, and 
possibly refined, in more rigorous evaluations of the excitation mechanism, which 
may involve transition via interfering electronic states, in particular the 1E state 
(35-37). 

The results shown in figure 7 are analogous to the results shown in figure 
5, and 6 for our previous model systems, HO, not OD and Ni — C2H4, not 
Ni — C2D4, respectively, yielding also equivalent explanations and interpreta
tions. Accordingly, it will be possible to photolyze selectively HCo(CO)4, not 
DCo(CO)4 (or similarly, DCo(CO)4, not HCo(CO)4), by means of IR + UV 
two photon excitation. In practical applications, this may yield enrichment of 
the deuterated isotopomer, in particular by sequel reactions which could stabilize 
the Co(CO)4 radical, e.g. by bonding to Cr, Mo, or W centered radicals or even 
by isotope exchange, e.g. in deuterium containing matrices. Similar isotopomer 
selective primary reactions may also be used to analyze and control other sec
ondary reactions, last not least the cobalt based hydroformylation catalysis via 
the Heck-Breslow mechanism (87,88). 

Conclusions 

The present strategies for laser-induced reactions of organometallic molecules 
should stimulate new approaches for the selective preparation of pure isotopomers. 
Our present examples include selective isomerization processes by series of ps IR 
laser pulses, as well as IR + vis/UV two-photon dissociations, with applications 
to simple model compounds, [Cp(CO)2FePH2], Ni - ethylene and HCo(CO)4 

and their deuterated isotopomers. Clearly, these techniques are more demand
ing than previous approaches to laser control of the reactions of organometallic 
molecules, i.e. mainly control of branching ratios by single photon excitations 
(see e.g. Refs (39,89-91)) or in principle also by IR multiple photon absorption 
( 1,2,92) induced by monochromatic cw lasers. The required investment should be 
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payed back by larger flexibility, efficiency and, most importantly, selectivity of the 
new strategies, in comparison with the traditional ones (1,2,39,89-92). Our con
fidence is based on similar progresses which have been achieved recently for small 
molecules, both theoretically (17,19-23,25,26) and experimentally (13-16,18,24). 
In fact, the present strategies for organometallic molecules have been developed 
in close analogy to corresponding novel techniques for small molecules (13-26). 

The present extensions of strategies for laser control of isotopomer selectiv
ity, from diatomic to organometallic molecules, is of course not trivial. Let us 
re-emphasize that the present promising successes for simple models have to 
be tested for self-consistency in more realistic, much more demanding multi
dimensional simulations. Ultimately they should guide the experimentalist to 
verifications of the predicted effects, and hopefully to efficient applications. In 
addition, the extensions from small to organometallic molecules involve also some 
non-trivial modification of the basic concepts. In particular, the "ladder climb
ing" strategy for high overtone excitation of diatomic molecules is replaced by 
a "climb-and-descend" strategy for selective isomerizations, and this is achieved 
by subtle yet important differences in the parameters of - otherwise similar - se
ries of ps IR laser pulses. Likewise, the parameters of IR + UV cw lasers for 
selective photodissociations have to be retuned from appropriate vibrations and 
dissociation channels of the diatomic to those of organometallic molecules. 

The present strategies should be considered as examples for a variety of al
ternative strategies for laser control of selective organometallic isotopomers, be
yond the simplistic traditional single-photon approaches (39,89-91). For example, 
very recently Garvey (27) has pioneered novel pathways to selectively produce 
isotopomers by multiple photon excitation of organometallic molecules embed
ded in clusters. Likewise, one may extend the photo-chemical pump-and-dump 
strategy, e.g. for transitions from electronic ground to excited states and back 
to the ground state, from selective dissociation (94,95) or isomerization (96) 
of small or large organic molecules, to organometallic ones. There are several 
other, related techniques which lend themselves to similar extensions (28-31,97-
104). It is possible that each of these strategies will have its own preferential 
domain of applications, extending the present examples to larger, novel classes of 
organometallic molecules, e.g. specific preparation of enantiomers (or diastere-
omers) with isotopomer-selective sequel reactions, or even to related selective 
reactions in clusters or at surfaces. We consider the exploration of this field as 
stimulating and promising task. 
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Chapter 21 

Multiphoton Ionization Dynamics Within 
(CH3OH)nCr(CO)6 van der Waals Clusters 

Isotope Effects in Intracluster Energy Transfer 

William R. Peifer and James F. Garvey1 

Department of Chemistry, Acheson Hall, State University of New York 
at Buffalo, Buffalo, NY 14214 

We have recently examined the multiphoton dissociation and ioniza
tion dynamics of mixed van der Waals heteroclusters of Cr(CO)6 sol-
vated by methanol, and have inferred from photoion fragmentation 
branching ratios that CD3OD is more efficient than CH3OH in relax
ing excess internal energy of the nascent photoion via intracluster en
ergy transfer. Multiphoton ionization is suggested to proceed via sin
gle-photon photodissociation of the solvated Cr(CO)6, followed by 
two-photon ionization of the coordinatively unsaturated photoproduct. 
Excess energy in the internal modes of the nascent photoion appears 
to be disposed of via non-statistical, mode-specific transfer to the in
ternal degrees of freedom within the cluster. 

Perhaps one of the most fundamental of challenges at the interface of physics and 
chemistry is the unraveling of the detailed sequence of events which ensues when two 
molecules collide (7). For a macroscopic system composed of many molecules, one 
may observe the phenomenological consequences of a very large number of collisions 
averaged over time, energy, and collision geometry. The chemical dynamicist, who 
wishes to study individual collisions, may start with a prior knowledge of the chemi
cal identities of reactants and products, and attempt to probe the influence of reactant 
quantum state and geometry of approach on reaction probability, as well as the redis
tribution of available energy amongst the various degrees of freedom throughout the 
encounter. Indeed, reasonably complete ab initio treatment of some of the simpler 
atom transfer reactions is currently within the realm of computational tractability (2), 
and the experimental study of more complicated systems will no doubt provide a 
stringent proving ground for the refinement of quantum theoretical approaches. 
1Corresponding author 

0097-6156/92/0502-0335S06.25/0 
© 1992 American Chemical Society 
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336 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Given a sufficiently detailed understanding of the collision dynamics for a particu
lar set of reactants, one could in principle deduce the behavior and properties of a 
macroscopic ensemble of reactant molecules in the condensed phase (5). 
Unfortunately, our understanding of the dynamics for even the simplest of systems is 
generally not of sufficient detail to permit such an a priori deduction. If we wish to 
bring the power of a chemical dynamics approach to bear upon the study of chemistry 
within condensed phases, thereby shedding light on the evolution of physical and 
chemical properties from those of isolated pairs of molecules undergoing collision to 
those of macroscopic collections of such molecules, we must develop appropriate 
models for experimental inquiry. 

An emergent sub-discipline of physical chemistry directed toward the develop
ment and study of such models is the field of van der Waals cluster research (4). The 
study of bimolecular chemistry within these van der Waals clusters provides a concep
tual link between bimolecular reaction dynamics in the gas phase, and processes of 
equal or higher molecularity in condensed phases. Clusters of a few to several hun
dred molecules may be easily generated in the free-jet expansions of molecular beams, 
and subsequently interrogated by a variety of powerful laser spectroscopic and mass 
spectrometric techniques. These clusters are sufficiently small to be amenable to theo
retical treatment, yet sufficiently large to serve as sophisticated models for the study 
of such condensed-phase phenomena as aerosol formation, crystallization, and struc
tural and mechanistic aspects of solvation. Intracluster bimolecular chemistry may be 
induced through the creation of reactive species within clusters via electron impact, 
optical excitation, or photodissociation of appropriate precursor molecules. The ex
perimentalist has control over not only the internal energies of these cluster-bound re
actants, but in many cases the collision geometry as well, since the arrangement of 
molecules within van der Waals clusters is often highly ordered (5,6). 

A matter of considerable interest to the cluster research community involves ener
gy disposal processes within van der Waals clusters (7). How does a cluster in which 
an exothermic bimolecular reaction has just taken place dispose of the excess energy? 
How is the internal energy which is localized on a single molecule, perhaps even in a 
single vibrational or rotational mode, transferred to the remaining molecules within 
the cluster, and on what timescale does such intracluster energy redistribution take 
place? How well can the cluster accommodate this redistributed energy, and by what 
mechanisms does the entire cluster ultimately dissipate that portion of redistributed en
ergy which cannot be accommodated? It has been well-established from the study of 
the fragmentation of cluster ions, following electron impact excitation of size-selected 
neutral clusters, that an important and general energy disposal mechanism is the se
quential ejection, or evaporation, of individual molecules from the cluster. This pro
cess is accurately modeled by Boltzmann statistics and can be likened to the macro
scopic process of evaporative cooling in liquids and solids. Alternatively, one may 
view this process within the microscopic context of chemical dynamics, wherein the 
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21. PEIFER & GARVEY Multiphoton Ionization Dynamics 337 

relaxation of excess energy in the electronic, vibrational, and/or rotational degrees of 
freedom of a given molecule within the cluster, correlates ultimately with the appear
ance of excess energy in the translational degrees of freedom of the remaining 
molecules: such processes can be referred to as £-7, V-Γ, or R-T energy transfer. 

Does the relaxation of any given excited molecule within a van der Waals cluster 
always proceed by means of a purely statistical transfer of energy to translations of 
the surrounding molecules? Recent experiments within our own research group sug
gest that this is not always the case; that, in fact, excitation in the internal modes of a 
given molecule can in some cases be transferred preferentially to a restricted number 
of modes in the surrounding molecules (for example, to a specific bending or stretch
ing motion of the acceptor molecule). We have recently examined the multiphoton 
dissociation and ionization dynamics of Cr(CO)^ bound within van der Waals clusters 
of either CH3OH or CD3OD (8,9). In addition to uncovering some rather unusual 
photophysics, we have gained some insight regarding the mode-specific character of 
intracluster energy transfer processes occurring between excited photoproducts of 
Cr(CO)^ and the surrounding "solvent" molecules. In this chapter, we review our 
study of the multiphoton ionization dynamics for two systems of heterogeneous van 
der Waals clusters: (CH30H) nCr(CO)^, and the perdeuterated isotopomers, 
(Œ>30D) nCr(CO)5. We discuss differences in the observed photofragment cluster 
ion yields, and their implications for intracluster energy transfer and relaxation pro
cesses. 

Rationale for Selection of the Model Heterocluster Systems 

Of the myriad intracluster energy transfer processes which one might choose to 
examine, we have undertaken a study of energy transfer from excited Cr(CO)^ photo-
products to surrounding solvent molecules of either CH3OH or CD3OD. Our moti
vation for the selection of these particular systems stems from fundamental interests in 
three principal areas: namely, the single- and multiple-photon photochemistry of coor-
dinatively saturated transition metal carbonyls, the chemical significance of coordina-
tively unsaturated metal carbonyls in stoichiometric and catalytic reactions, and the de
velopment of techniques for spectroscopic characterization of these reactive, unsatu
rated species. 

Photophysics of Transition Metal Carbonyls. Coordinatively unsaturated 
transition metal carbonyls play a central role in mechanistic organometallic chemistry 
(10). Many of these species are thought to be important intermediates in industrially 
significant catalytic schemes (11,12). These highly reactive molecules can be conve
niently synthesized in the laboratory by pulsed U V laser photolysis of coordinatively 
saturated precursors (13). In condensed phases, absorption of a single U V photon by 
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338 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

the precursor molecule results in the loss of a single ligand, independent of photon 
wavelength (14), and sequential absorption of several photons is likewise accompa
nied by sequential loss of additional ligands. In the gas phase, the extent of ligand 
loss is highly wavelength-dependent, and single-photon absorption may lead to multi-
ple-ligand loss (15-17). Absorption of multiple photons by isolated metal carbonyl 
molecules in the gas phase results primarily in complete ligand stripping, or multipho
ton dissociation (MPD), rather than molecular ionization. (Such photophysical be
havior is typical of organometallic compounds in general.) Consequently, atomic 
metal ions are often the only photoproduct ions observed following multiphoton ion
ization (MPI) of organometallic compounds (18). To understand this transition in 
photophysical behavior from that typical of isolated molecules in the gas phase to that 
of solvated molecules in condensed phases, we need to develop an understanding of 
energy transfer processes between internally excited metal carbonyls and adjacent 
molecules in the surrounding environment. 

Spectroscopic Probes of Relaxation Dynamics in Metal Carbonyls. A 
variety of spectroscopic techniques have been utilized by several groups to examine 
the relaxation dynamics of the excited species produced following U V photolysis of 
transition metal carbonyls in both the gas phase and condensed phases. Weitz and co
workers (19-22), Rosenfeld and co-workers (23-25), and Rayner and co-workers 
(26) have employed a transient infrared absorption technique to probe the photolysis 
of Group VIB hexacarbonyls in the gas phase. From these studies have come a 
wealth of information on the vibrational spectra, geometry, metal-ligand bond 
strengths, reactivity, and vibrational relaxation rates for various unsaturated metal car
bonyls in their electronic ground states. The dynamics of U V photolysis of Cr(CO)£ 
in the liquid phase, as well as the solvation dynamics for the nascent Cr(CO)5 photo-
product, have been studied on the picosecond and sub-picosecond timescales in the 
transient visible absorption experiments of Nelson (27), Lee and Harris (28), and 
Simon and Xie (29-32); the transient IR absorption experiments of Spears and co
workers (33,34) and Hochstrasser and co-workers (35); and the transient Raman 
scattering experiments of Hopkins and co-workers (36). From these studies, we 
have developed an understanding of the microscopic details of the solvation process 
and the timescale for vibrational relaxation of Cr(CO)5 in its electronic ground state 
following solvation. 

The spectroscopic pump-probe techniques described above are all suitable for 
studying vibrational relaxation of metal carbonyls in the ground electronic state. 
Relaxation of excited electronic states in solution occurs on a timescale too rapid to 
probe, even with the <100-femtosecond timescale (27) of the fastest transient visible 
absorption technique. Upper electronic states of naked (isolated, gas-phase) metal 
carbonyls are difficult to study directly, using conventional U V laser absorption and 
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emission techniques, since excited states of these species generally undergo rapid and 
efficient internal conversion to repulsive surfaces. U V absorption bands are conse
quently broad and quite diffuse. If we hope to advance our understanding of the 
upper electronic structure of metal carbonyls, relaxation dynamics of molecules in 
these excited states, and the significance of electronic excitation in mechanistic 
organometallic chemistry, we need to develop gas-phase spectroscopic probes of 
organometallic electronic structure. 

M P I of van der Waals Clusters Containing M ( C O ) 6 ( M = Cr, M o , W). 
Very early in the course of our own studies of the photophysics and photochemistry 
of organometallic species within van der Waals clusters, we discovered that MPI, 
combined with mass spectrometry, might in fact be a suitable probe of the intracluster 
bimolecular reactivity (if not the electronic spectroscopy) of coordinatively unsaturat
ed Group VIB carbonyls. We observed that the photoproduct ions following 248-nm 
MPI of homogeneous van der Waals clusters of either Mo(CO)^ or W(CO)^ are not 
exclusively atomic metal ions, as one might expect by analogy with the photophysics 
of the naked hexacarbonyls, but include a significant yield of totally unexpected metal 
oxide ions as well (37,38). These photoions could not be attributed to reactions of 
M(CO)5 photoproducts with oxygen containing impurities (e.g., H2O, O2, etc.) pre
sent in the molecular beam. Since we did not observe these metal oxide ions in the 
electron impact cluster mass spectrum, we reasoned that the metal oxide ions were not 
the products of an intracluster ion-molecule reaction. 

We suggested that these metal oxide ions were instead daughter ions which arise 
following photoionization of the binuclear product of some reaction between a neutral 
coordinatively unsaturated metal carbonyl and an adjacent hexacarbonyl "solvent" 
molecule within the cluster. This type of neutral bimolecular chemistry is analogous 
to that which takes place in the gas phase, generally at or near gas-kinetic rates for 
spin-allowed reactions, between unclustered partners (39). We considered the mecha
nistic implications of our unusual observations, borrowing from insights in molecular 
orbital theory, synthetic organometallic chemistry, and surface science, and predicted 
that the inferred intracluster chemistry would take place for coordination compounds 
of metals with large d-orbitals (such as Mo and W), but not for those of metals with 
more contracted d-orbitals (such as Cr). This prediction was, in fact, borne out as we 
failed to observe evidence of the analogous chemistry following MPI of Cr(CO)£ van 
der Waals clusters. 

To further understand the unusual photophysics of these van der Waals clusters of 
Group VIB hexacarbonyls, and to unravel the intracluster chemistry, we decided that 
we needed to examine the MPD and MPI of these molecules within clusters of more 
inert "solvent" molecules. We chose CT(CO)& since the photophysics for naked 
Cr(CO)^ has been studied in greater depth and is better-characterized than those of the 
other two hexacarbonyls. We chose methanol as a solvent molecule for several rea-
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sons. First, it possesses a vapor pressure and ionization potential which are both 
conveniently high (making it possible to generate fairly large heteroclusters whose 
solvent molecules are not easily ionized). Second, it is a moderate σ-donor and a 
poor π-acceptor, so we would not expect significant perturbations of the ligand field 
states due to the proximity of methanol molecules within the clusters. Finally, vibron
ic relaxation of Cr(CO)5 by liquid-phase methanol has been extensively studied (27-
29,36). We describe in the remainder of this chapter our most recent research involv
ing the MPI of Cr(CO)5-containing heteroclusters. 

Time-of-flight Mass Spectrometry of Cr(CO)fl-containing 
Heteroclusters Following Multiphoton Ionization 

Experimental Apparatus. A detailed description of the experimental apparatus 
and protocol has appeared elsewhere (9), so we shall give only a brief description 
here. Heterogeneous van der Waals clusters containing Cr(CO)5 and methanol were 
produced in the free-jet expansion of a pulsed beam of seeded helium. The resulting 
cluster beam was skimmed and admitted into the differentially pumped ion source of a 
commercially-available time-of-flight mass spectrometer (R.M. Jordan Company). 
The cluster beam was irradiated within the ion source by the output from a pulsed U V 
laser, which was triggered to fire so that molecules within the center of the molecular 
beam pulse were photoionized. These photoions were then extracted in a direction 
perpendicular to both the molecular beam and the laser beam and accelerated to a nom
inal kinetic energy of about 4 keV. Ions which completed successful trajectories 
through the 1.5-m flight tube were detected by a dual microchannel plate detector. 
Mass spectra were collected by irradiating the neutral beam at a constant laser wave
length while acquiring and averaging detector signals following each shot with a digi
tal storage oscilloscope (LeCroy 9400). Optical (MPI) spectra were collected by 
slowly scanning the wavelength of the pulsed U V laser while using a gated integrator 
(EG&G/PAR 4420) to acquire and average signal from ions of a given m/z. 

Immediately after passing out of the ion source and into the flight tube, the pho
toions experience a small electric field, normal to the ion beam axis, which is of suffi
cient magnitude to compensate for any transverse component of photoion kinetic ener
gy. Since neutrals in the molecular beam have the same forward component of mean 
velocity, photoions in the ion beam will have the same transverse component of mean 
velocity (assuming photofragment recoil, if any, is negligible). Consequently, larger 
cluster photoions will have higher transverse kinetic energy and will reach the detector 
only if a transverse deflecting field of greater magnitude is employed. The mass spec
trometer therefore acts as a crude bandpass filter, efficiently transmitting a narrow 
range of ions centered about an optimum m/z value which is directly proportional to 
the magnitude of the deflecting field. A noteworthy point is that ions of smaller-than-
optimal m/z may be efficiently transmitted if they have a larger-than-nominal trans-
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verse velocity ( for example, to photofragment recoil in the direction of the neutral 
beam). Likewise, larger-than-optimal ions with smaller-than-nominal transverse ve
locity (due, for example, to photofragment recoil in the direction opposite the neutral 
beam) may also reach the detector. 

Photoionization Lasers. TheMPIof Cr(CO)g-containing heteroclusters was ex
amined in two different regions of the U V spectrum. Two distinct laser systems were 
used as photoionization sources. The first was an excimer laser (Lambda Physik 
EMG-150) we operated on the KrF transition at 248 nm. This wavelength is very 
close to the absorption maximum of Cr(CO)£ assigned as the ^ Ajg —> ^ T j u MLCT 
band (40). Cr(CO)4 is the primary photoproduct of the 248-nm single-photon pho
todissociation of naked CriCO)^ in the gas phase (41). Copious photoion yields can 
be realized following irradiation at this wavelength even with mildly focused laser 
light (corresponding to power densities on the order of 10^ W/cm^). 

The second laser we utilized as a photoionization source was an excimer-pumped 
dye laser (Lambda Physik FL3002) operated with 2-methyl-5-t-butyl-quaterphenyl 
dye in the range of 346-377 nm. This is near the less-intense * Ajg—» ^Tjg L F band 
of CitCO)^ (40). Cr(CO)5 is the primary photoproduct of single-photon photodisso
ciation of naked, gas-phase Cr(CO)£ at wavelengths within this range (42). An ex
cimer laser operating on the XeF transition at 351 nm accesses the same portion of the 
U V spectrum. However, we chose to use the dye laser as the second system for two 
reasons. First, it is necessary to use strongly focused laser light (power densities on 
the order of l O 1 ^ to 10 ̂  W/cm^) to produce reasonable photoion yields in this 
wavelength region, and because of the differing beam divergences of the two lasers, it 
is possible to get nearly as large of power densities from the tightly focused dye laser 
as from the tightly focused XeF excimer laser. Second, the tunability of the dye laser 
allows us to collect resonance enhanced MPI (REMPI) spectra, which give us optical 
signatures of the neutral species undergoing ionization. 

Photoion Yields 

Mass Spectra Following MPI at 248 nm. Portions of the mass spectra collect
ed following 248-nm irradiation of Cr (COWCH 3 OH and C r i C O ^ Œ ^ O D cluster 
beams at moderate power density (10 7 W/cm z) are shown in Figures 1 and 2, respec
tively. One immediately notices that the mass spectra are not dominated by signals 
due to solvated metal ions, as one might expect by analogy with the multiphoton dis
sociation and ionization dynamics of naked, unclustered CriCO)^. Instead, repetitive 
sequences of solvated molecular ions appear, corresponding to several different 
chromium carbonyl species in varying states of coordinative unsaturation.Somewhat 
more careful examination reveals that the sequences of photoions which appear fol
lowing multiphoton ionization of Cr(CO)g/CH30H heteroclusters are not identical to 
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Figure 1. Mildly focused 248-nm MPI mass spectrum of Q C C C O G / C T ^ O H 
heteroclusters where S=CH3UH and the numbers above the bar represent n. 
(Reproduced with permission from ref. 9. Copyright 1991 American Institute of 
Physics.) 
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450 
- h -

m / z 
550 

—4— 
650 

10 11 13 14 15 16 

Figure 2. Mildly focused 248-nm MPI mass spectrum of C i t C O ^ C I ^ O D 
heteroclusters where S=CD30D and the numbers above the bar represent n. 
Peaks corresponding to S n Cr(CO)5 + appear as trailing shoulders on the more 
intense peaks assigned to S n Cr(CO)2 + . (Reproduced with permission from ref. 
9. Copyright 1991 American Institute of Physics.) 
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344 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

those which appear following MPI of the perdeuterated isotopomers. While pho
toionization of the CH30H-solvated heteroclusters leads to sequences of empirical 
formula (CH30H) n Qr(CO) x

+ , x=0,1,2,5, and 6 (but not 3), photoionization of the 
perdeuterated heteroclusters leads to sequences of empirical formula 
(CD30D) n Cr(CO) x

+ , where χ takes on the values 0,1,2,3, and 6 (but not 5). 
Following 248-nm MPI at extremely high power density (10 ̂  W/cm 2), the ex

tent of fragmentation increases, as one might expect. As seen in the mass spectra in 
Figures 3a and 3b, photoions corresponding to solvated C r ( C O ) x

+ , where χ now 
takes on the values 0,1, and 2, are observed following MPI at high power density. 
Under these conditions, the same sequences appear following photoionization of ei
ther the CH3OH- or CD30D-solvated heteroclusters. However, the branching ratios 
are now significantly different, with photoionization of the CD30D-solvated hetero
clusters favoring production of larger proportions of the more extensively ligated 
species. A prominent sequence of peaks corresponding to (CH30H) n Cr(H20) + also 
appears in the spectrum in Figure 3a. These ions arise not from the presence of trace 
impurities of water in the gas mixture, but apparently via an intracluster bimolecular 
reaction, mediated perhaps by the presence of a coordinatively unsaturated chromium 
carbonyl species within the cluster. The corresponding sequence in the mass spec
trum of the perdeuterated heteroclusters is obscured by isobaric interference. 

Assuming the identities of the primary photoions do not depend on the identity of 
the solvent, these observed differences in the mass spectra of the isotopomeric hetero
clusters suggest that the rates for relaxation of the nascent parent ions by the sur
rounding solvent bath, and therefore probabilities for fragmentation to daughter ions, 
are dependent on solvent identity. Since CH3OH and CD3OD are expected to have 
virtually identical cross sections for collision with a given metal carbonyl ion, it seems 
unlikely that the intracluster relaxation of the nascent parent ions occurs by a purely 
statistical process of collisional transfer to translational modes of the solvent bath. 
Based on our observations, it seems more reasonable that intracluster relaxation of the 
nascent photoions occurs through the transfer of energy to specific internal modes, 
perhaps a restricted set of vibrations and/or rotations, of the surrounding solvent 
molecules. We will discuss this apparent dynamical effect in greater detail after first 
considering the photoion yields following MPI at other wavelengths. 

Mass Spectra Following M P I at 350 nm. The mass spectrum collected fol
lowing 350-nm MPI of C r t C O ^ C ^ O H heteroclusters at extremely high power 
density (10 ̂ 2 W/cm2) is shown in Figure 4a, and an expanded portion of this spec
trum appears in Figure 4b. Features in the mass spectrum are attributed to three se
quences of cluster photoions: (CH 3 OH) n Cr(CO) 4 H + , ( C H 3 O H ) n C r ( C O ) 5 H + , and 
(CH30H) n (H 2 0)Cr(CO) 5 H+. (The Cr(CO) 5 moiety is isobaric with the methanol 
pentamer; however, our assignment was confirmed by comparison with the mass 
spectrum of the perdeuterated heteroclusters.) Ion trajectory calculations suggest that 
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S C r + 3 5 7 9 II 13 15 

^ Γ ι — ι — ι — ι — ι — I Τ I I I I I I I S n Cr(H 2 0) + 

5 7 ? II 13 15 

Ί — ι — ι — ι Τ ι ι ι Γ I Τ 

S n Cr(CO) + 5 ' 7 ' 9 ' 
I l 1 I I 
II 13 15 

S n Cr(CO) 2

+ L J I I I I I I I 
9 II 13 

^300 400 500 200 

M/Z (AMU) 

b. 

ι—ι—ι—Γ 
9 11 13 n r + 

Ί 1 1—I—I—Γ" s n C r 

II 13 
I I I I I I I I S n Cr(CO)^ 

I I I I I I I I S n Cr(CO) 2 + 

200 300 400 500 

M/Z (AMU) 

Figure 3a. Tightly focused 248-nm MPI mass spectrum of Cr (CO) 6 /CH 3 OH 
heteroclusters where S=CH30H and the numbers above the bar represent n. 
b. Tighdy focused 248-nm MPI mass spectrum of Cr(CO) 6 /CD 3 CD 
heteroclusters where S=CD30D and the numbers above the bar represent n. 
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J J 
r 
ο 50θ 1000 

S n Cr(CO) 5 (H 2 0 )H + 

, 0 I 
S n Cr(CO) 5 H + I Γ 

S n C r ( C O ) 4 H + Γ 

200 250 300 
M/Z (AMU) 

—ι— 
350 

Figure 4a. Tightly focused 350-nm MPI mass spectrum of Cr(CO)5/CH30H 
heteroclusters where S=CH3UH and the numbers above the bar represent n. 
b. Expanded portion of 4a. 
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2 1 . PEIFER & GARVEY Multiphoton Ionization Dynamics 347 

the ensemble of cluster ions in the spectrum of Figure 4a which is centered around 
460 amu corresponds to cluster ions with zero photofragment recoil kinetic energy, 
while those centered at 260 amu and at 690 amu correspond to ions with recoil vec
tors of about 1.7 eV in magnitude, oriented either parallel or antiparallel to the molec
ular beam vector. 

The mass spectrum collected following 350-nm MPI of C r i C O ^ Œ ^ O D hetero
clusters at extremely high power density (10^ W/cm 2) is shown in Figure 5a, and an 
expansion of this spectrum is shown in Figure 5b. At 350 nm, the contribution to the 
photoion yield from homogeneous solvent cluster ions is negligible. In this spec
trum, sequences of ions assigned as (CD30D) n Cr(CO)5D + and 
(CD30D) n(D20)Cr(CO)5D + are present, but the sequence corresponding to 
(Œ>30D) nCr(CO)4D + is missing. Again, the fragmentation of the nascent parent 
ions appears to occur to a lesser extent when they are surrounded by CD3OD, and to 
a greater extent when they are surrounded by CH3OH. There is no evidence of pho
toions in this mass spectrum with non-negligible photofragment recoil, as was the 
case with the non-deuterated heteroclusters. As shown in Figure 5c, irradiation at 
360 nm (the wavelength of maximum lasing efficiency for the dye) leads primarily to 
ionization of the homogeneous solvent clusters, while heterocluster photoion yields 
have dropped by nearly an order of magnitude (relative to yields following irradiation 
at 350 nm). 

Mass-resolved R E M P I Spectra: 346-377 nm. Optical spectra collected by 
plotting yields for Cr(CO)5D + (a representative heterocluster photoion), C r + , and 
( C T ^ O H ^ H * (a representative homogeneous solvent cluster photoion) against MPI 
laser wavelength are shown in Figures 6a, 6b, and 6c, respectively. These REMPI 
spectra are not corrected for the wavelength dependence of the laser pulse energy, 
which is shown in Figure 6d. Mass-resolved REMPI spectra provide optical signa
tures of the neutral species which, upon undergoing MPI, give rise to the monitored 
photoions. The fact that the heterocluster photoion spectrum does not display the 
same features as either the C r + spectrum or the solvent cluster ion spectrum can be 
taken as definitive evidence that the heterocluster ion does not arise from photoioniza
tion of either methanol or atomic chromium, but rather some other neutral molecule, 
presumably a cluster-bound chromium carbonyl species. 

Mass spectral evidence strongly suggests that the heterocluster photoions ob
served following irradiation at 248 nm also arise from MPI of some chromium car
bonyl species. Do the heterocluster photoions which appear following 248-nm 
MPD/MPI, and heterocluster photoions which appear following 350-nm MPD/MPI, 
arise from ionization of the same neutral precursor? Suppose for the moment that this 
is, in fact, the case. How would we expect the heterocluster mass spectra following 
MPI at two different wavelengths to compare? 

Cr(CO)^ has a much larger absorption cross section at 248 nm than at 350 nm, 

American Chemical Society 
Library 

1155 16th St. N.W. 
Washington, O.C. 20036 
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a. 

JLAI m m , MIJUUmMmU*. 

500 1000 

b. -4 } f Î — S n C r ( C O ) 5 D + 

200 250 350 

S n C r ( C O ) 5 ( D 2 0 ) D + 

300 

10 

200 250 300 350 

M/Z (AMU) 

S n D + 

S n ( D 2 0 ) D + 

f— S n C r ( C O ) 5 D + 

Figure 5a. Tightly focused 350-nm MPI mass spectrum of C r i C O ^ Œ ^ O D 
heteroclusters where S=Œ>30D and the numbers above the bar represent n. 
b. Expanded portion of 5a. c. Expanded portion of tightly focused 360-nm MPI 
mass spectrum of C r t C O ^ Œ ^ O D heteroclusters where S=CD3UD and the 
numbers above the bar represent n. 
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R E M P I s p e c t r a 

Cr(CO) 5 D + from Cr(CO) 6 /CD 3 OD heteroclusters 
or S n Cr(CO) 5 H + from C r ( C O ) 6 / C H 3 O H heteroclusters 

C r + from either Cr(CO) 6 /CD 3 OD heteroclusters 
or static Cr(CO) 6 

b. 

S n H + from C r ( C O ) 6 / C H 3 O H heteroclusters 

dye curve 

350 355 3G0 3G5 370 375 

λ (NM) 

Figure 6. Resonance enhanced MPI spectra of Q(CO)6/CH 3 OH heteroclusters. 
a. Cr(CO)5D + signal vs laser wavelength produced following MPI of the 
Cr(CO)6/CD 3OD cluster beam. b. C r + signal vs laser wavelength, produced 
following MPI of the Cr(CO) 6 /CH 3 OH cluster beam. c. (CH 3 OH) 7 H+ signal vs 
laser wavelength produced following MPI of the Cr(CO)6/CH 3OH cluster beam, 
d. Experimentally measured dye laser intensity vs wavelength. 
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350 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

and one would expect that under conditions where transitions are not saturated, pho
toion yields following MPI at 248 nm would be larger, and the extent of ion 
photofragmentation would be greater. Under such circumstances, the 248-nm mass 
spectrum would not be expected to resemble the 350-nm mass spectrum. However, 
under conditions of sufficiently high power densities (such as the 10^ 2 to 1 0 ^ 
W/cm 2 used in our high-intensity MPI experiments) essentially all one-photon pro
cesses, and many two-photon processes, are expected to be saturated. The extent of 
ionization and fragmentation should therefore depend not on the energy of the individ
ual photons employed, but on the total number of photons absorbed by a given 
molecule. Extensive fragmentation would be expected at any laser wavelength em
ployed, and photofragment branching ratios would be fairly insensitive to laser wave
length. This is typical for MPI of many polyatomic organic molecules, such as ben
zene, for example (43). We have suggested that our 248-nm, high-fluence MPI mass 
spectrum does not resemble the 350-nm, high-fluence spectrum because the primary 
photoproduct ion at 248 nm is not the same as the primary photoproduct ion at 350 
nm. This would most likely be the case if the neutral chromium carbonyl species un
dergoing MPI at 248 nm were different from the one undergoing MPI at 350 nm. 
Furthermore, we can explain not only the photofragment branching ratios, but also 
the apparent solvent-dependent relaxation phenomenon, if we assume that photodis
sociation along the neutral ladder, prior to MPI, is analogous to the single-photon 
photophysics of Cr(CO)6. 

Photodissociation and Ionization Dynamics of Cluster-bound Cr(CO)^ 

Dynamical Scheme. The results of our high-fluence MPI mass spectrometric ex
periments suggest that the solvated neutral chromium carbonyl species which we are 
probing via MPI at 248 nm is not identical to the neutral species which we are probing 
via MPI at 346-377 nm. It seems quite likely, then, that we are spectroscopically 
probing, via MPI, the neutral products of one-photon photodissociation of cluster-
bound Cr(CO)^, and that the coordinatively unsaturated species we are preparing de
pends on the wavelength we utilize. A not unreasonable extrapolation from the 
known photophysics of naked Cr(CO)^ in the gas phase suggests a dynamical 
scheme for the photophysics of cluster dissociation and ionization which is also con
sistent with the apparent intracluster relaxation processes evidenced in the mass spec
tra. 

The 248-nm photodissociation of naked Cr(CO)£ is known to give rise to an ex
cited photoproduct, Cr(CO)4*, whose internal energy is estimated to be as much as 
38 kcal/mol; while the 351-nm photodissociation is known to give rise to a Cr(CO)5* 
photoproduct, whose internal energy is estimated between 30 and 45 kcal/mol (42). 
The ionization potentials for the ground states of these primary photoproducts can be 
estimated from known bond dissociation energies and ion appearance potentials, and 
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21. PEIFER & GARVEY Multiphoton Ionization Dynamics 351 

we have estimated the ionization potentials for naked Cr(CO>4 and Cx(CO)^ to be ap
proximately 167 and 173 kcal/mol, respectively (9). Let us take the photophysical de
scription of Cr(CO)^ and the thermochemical description of the coordinatively unsat
urated photoproducts to be appropriate for the description of the cluster-bound 
analogs. We can then propose the schemes shown below to account for photodissoci
ation, MPI, and subsequent fragmentation. 

248 nm 

S n Cr(CO) 6 + ηυ -> S nCr(CO)4* + 2 CO 
S nCr(CO)4* + 2ηυ -> [S n Cr(CO) 4 *] + -> [S n _ r -S* . - .Cr (CO)4] + 

[S nCr(CO)4*] + -* [S nCr(CO) x]+ + 4-xCO 

35Qnm 

S n Cr(CO) 6 + ηυ -> S n Cr(CO) 5 * + CO 
S nCr(CO)5* + 2hO -> [S nCr(CO)5*] + -> [ S n _ r - S * - C r ( C O ) 5 ] + 

[S n Cr(CO) 5 *] + -> [S nCr(CO)4] + + CO 

In the initial step of each scheme, single-photon absorption by the cluster-bound 
Cr(CO>6 leads to photodissociation and loss of one or more carbonyl ligands. 
Subsequent two-photon absorption leads to ionization of the single-photon photo
product and production of a nascent photoion with a certain degree of excess energy. 
Assuming the estimated I.P.'s given above for the unsaturated chromium carbonyls 
are accurate, internal energy for the nascent cluster-bound [Cr(CO)4*] +, created via 
248-nm MPI, is expected to be as large as 103 kcal/mol. An ion with this much inter
nal energy would be expected to undergo facile loss of additional ligands, giving rise 
to ions such as the ones we observe following 248-nm MPI. Tyndall and Jackson 
have observed that low-energy electron impact of the nascent neutral Cr(CO)4 photo
product resulting from 248-nm photodissociation of Cr(CO)^ results in the produc
tion of ions of the formula, C r ( C O ) x

+ (x=0,l,2), which have undergone extensive 
fragmentation (44). Two-photon ionization of the Cr(CO)5* photoproduct at 350 nm, 
however, should only give rise to a photoion with an internal energy of between 21 
and 36 kcal/mol, which would most likely be insufficient to permit prompt loss of any 
more than one additional CO ligand. 

We must also allow for some mechanism for production of cluster-bound 
Cr(CO)^4" and Cr(CO)5 + ions in the 248-nm MPI scheme, although we have omitted 
these additional steps for the sake of clarity. Direct two-photon ionization of the so-
vated Cr(CO>5 should yield a nascent ion having as much as 60 kcal/mol. This ion 
probably has sufficient internal energy to undergo prompt loss of one additional lig-
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352 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

and, giving rise to a cluster-bound Cr(CO)5 + daughter ion in a manner analogous to 
that shown in the other two schemes. 

Intracluster Energy Transfer. If the internal energies of the nascent photoprod
uct ions can be efficiently relaxed by transfer to an adjacent solvent molecule within 
the cluster, denoted as S in the schemes above, the extent to which the ions undergo 
loss of additional ligands via unimolecular decay will be somewhat reduced. It ap
pears that CD3OD is generally a more efficient acceptor of internal energy transferred 
from the nascent photoions. 248-nm MPI of Œ^OD-containing heteroclusters ap
pears to be accompanied by a lesser degree of fragmentation of nascent, cluster-bound 
Cr(CO)^ + (and consequently lower yields of the Cr(CO)5 + daughter fragment), as 
well as less extensive fragmentation of the nascent Cr(CO)4 + (and consequently high
er yields of the less unsaturated daughter, Cr(CO)3+). 350-nm MPI of Œ^OD-con-
taining clusters proceeds with a lesser degree of fragmentation of the nascent cluster-
bound Cr(CO)5 + (and consequently no detectable yield of the Cr(CO)4 + daughter). 
This observed isotope (or isotopomer) effect may be a consequence of non-statistical, 
mode-specific intracluster energy transfer between excited chromium carbonyl ions 
and adjacent solvent molecules within the van der Waals cluster. CD3OD may be a 
more efficient acceptor molecule than CH3OH because of fortuitous overlaps with the 
vibrational frequencies and symmetries of the various metal carbonyl species. 

Although we do not at present understand the details of the intermolecular vibra
tional coupling mechanisms inferred from our data, it is possible to offer some specu
lation concerning the coupling between methanol and Cr(CO)^ + . Complete vibra
tional analyses for open-shell polyatomics such as Cr(CO)6 + are generally not avail
able, but we expect the corresponding vibrational frequencies of the ion to be very 
nearly equal to those of the neutral. Normal coordinate analyses for methanol (45) and 
Cr(CO)^ (46) have been performed. The 12 normal vibrations of methanol belong to 
the species 8A* + 4A". The 33 normal vibrations of Cr(CO)^ belong to the species 
2 A l g + 2 E g + 4 T l u + 2 T 2 g + T l g + 2 T 2 u and can be classified as C-0 stretching 
modes (three fundamentals), M-C stretching modes (three fundamentals), M - C - 0 
bending modes (four fundamentals), and C-M-C bending modes (three fundamen
tals), for a total of 13 fundamental frequencies. None of these 13 fundamentals are 
resonant with any of the 12 fundamental frequencies of any methanol isotopomer. 
However, three combination bands of moderate intensity: + υ j j (C-0 stretch plus 
C-M-C bend, 2089 cm" 1), υ 5 + υ 7 (M-C-0 bend plus C-M-C bend, 1032.2 cnT 1 ) , 
and υ5 + (M-C-0 bend plus C-M-C bend, 875.0 cm" 1), overlap with respect to 
both frequency and symmetry with three fundamental vibrations of CD3OD: υ3 (C-D 
stretch, 2080 α η - 1 ) , υ 6 (C-O-D bend, 1029 cm _ 1),and υ η (O-C-D bend, 888 cm" 1). 
Only one of the Cr(CO)^ combination bands is resonant with any of the fundamentals 
of C H 3 O H (Og, C-0 stretch, 1034 cm"1), but overlap is expected to be poor on the 
basis of symmetry considerations. 
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Conclusions 

We have examined the multiphoton dissociation and ionization dynamics of van der 
Waals heteroclusters of Cr(CO)^ and methanol generated in a pulsed free-jet expan
sion of seeded helium. We find that the multiphoton photophysics of Cr(CO)£ solvat
ed within van der Waals clusters is strikingly different from that of the naked molecule 
in the gas phase, in that molecular photoionization prevails over complete ligand strip
ping. We observe two principal series of cluster ions following 248-nm irradiation at 
moderate laser fluence (10^ W/cm 2): a minor series corresponding to S n C r ( C O ) x

+ 

(x=5,6); and a major series corresponding to S n C r ( C O ) x

+ (x=0,l,2). We note that 
fragmentation is much more extensive under conditions of extremely high fluence 
(10 1 2 to ΙΟ1-* W/cm 2), and that fragmentation branching ratios are highly wavelength 
dependent. At 248 nm, irradiation at extremely high fluence leads to the appearance 
of the series, S n C r ( C O ) x

+ (x=0,l,2); while at 350 nm, the series corresponding to 
S n C r ( C O ) x H + (x=4,5) appears. At high fluence, evidence of extensive intracluster 
ion-molecule chemistry (i.e., proton transfer reactions, and solvent-solvent reactions 
leading to production of cluster-bound water) is observed. For all fluences, solvation 
by CD3OD correlates with a less extensive degree of cluster ion photofragmentation 
than solvation by CH 3OH. The observation of a strong wavelength dependence in 
the fluence regime where virtually all one-photon processes are expected to be saturat
ed suggests either that a certain degree of wavelength-dependent photodissociative lig
and loss precedes cluster ionization, or that cluster ion photofragmentation is not cor
rectly described by a statistical model. We suggest that wavelength-dependent, one-
photon photodissociation of the solvated Cr(CO)5 takes place initially in the neutral 
manifold, and that the cluster-bound primary one-photon photoproduct subsequently 
undergoes MPI. Furthermore, we propose that the dependence of the extent of pho
toion fragmentation on the isotopomeric identity of the solvent can be accounted for in 
terms of a dynamical scheme involving mode-specific, intracluster energy transfer. 
CD3OD appears to be more efficient than CH3OH in its ability to accommodate the 
energy transferred from internal modes of the nascent metal carbonyl photoion. 
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Chapter 22 

Deuterium Fractionation in Interstellar Space 

E. Herbst1 

Department of Physics, Duke University, Durham, N C 27706 

Strong deuterium fractionation effects occur in the chemistry of 
interstellar clouds, which are giant accumulations of gas and dust 
located in between stars. Upwards of eighty different molecules up 
to thirteen atoms in size have been observed in the gas phase of 
interstellar clouds; for at least fifteen of these molecules, deuterated 
isotopomers have also been detected. Although the abundance ratio 
of deuterium to hydrogen is equal to a few parts in 105, singly 
deuterated isotopomers of polyatomic molecules can have 
concentrations approaching 10% of the normal hydrogen 
isotopomers. Fractionation is driven by both gas phase reactions 
and reactions on the surfaces of tiny dust particles. Current chemical 
models of interstellar clouds can account for most of the observed 
fractionation. Fractionation in regions of active star formation is 
more difficult to understand. 

Matter in the universe is located primarily in galaxies, which are large accumulations 
of matter in the form of stars and interstellar material. The interstellar material is 
typically cool and diffuse, and is concentrated into regions labeled clouds. 
Interstellar clouds can range in size up to 100 light years or more in length and 
consist of matter in both gaseous form and in the form of dust particles, typically 
0.1 μ in size. Clouds are labeled "diffuse" or "dense" according to the gas density; 
in a typical "dense" interstellar cloud, the gas density is in the range 103 - 104 

molecules cm - 3 . Note that this density corresponds to a nearly perfect vaccum in the 
terrestrial laboratory! 

Although perhaps 99% of the matter is in the form of gas, the dust-like 
("grain") component in interstellar clouds is responsible for scattering and absorbing 
external radiation, so that in dense clouds, visible and ultra-violet radiation cannot 
penetrate and these sources are dark to the human eye. Not surprisingly therefore, 
low temperatures prevail, a temperature of 10 Κ - 50 Κ being typical. Radio, micro-

1Current address: Department of Physics, Ohio State University, 174 West 18th Avenue, 
Columbus, OH 43210 

0097-6156/92/0502-0358$06.00/0 
© 1992 American Chemical Society 
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22. HERBST Deuterium Fractionation in Interstellar Space 359 

wave, and infrared radiation can penetrate dense clouds since their wavelengths 
exceed the size of the dust particles, and clouds can be studied by astronomers at 
these wavelengths if sources of radiation are available. The coldness of clouds, 
however, constrains their thermal emissions to lie longward of the irifrared for the 
most part The gas has been well characterized by radioastronomical investigations 
of numerous high resolution spectral features seen in emission and caused by 
rotational transitions of molecules. At present, between eighty and ninety molecules 
have been discovered, the largest being a thirteen-atom unsaturated nitrile H C 1 0 C N 
(/), and most being organic in nature. In addition to a wide variety of standard 
organic molecules, there are many radicals as well as molecular positive ions. A l l 
molecules with the exception of H 2 are trace constituents of the clouds; carbon 
monoxide, the second most abundant molecule, has a fractional concentration or 
"fractional abundance" (with respect to H 2 ) of 10 - 4, whereas an organic molecule 
such as methanol has a fractional abundance of ^10 - 6 , dependent somewhat on the 
specific source. The dominance of molecular hydrogen stems from the dominance 
of the element hydrogen. Like most of the universe, interstellar clouds follow the 
standard stellar elemental abundance pattern, in which most matter is in the form of 
hydrogen and helium, and carbon, nitrogen, and oxygen are four orders of 
magnitude lower in abundance than hydrogen. 

The study of high resolution molecular spectral features allows astronomers 
to probe the physical conditions of the gas such as its density and temperature and to 
determine heterogeneities in these physical conditions (2). The most important 
heterogeneities are due to the slow collapse and heating up of material to form stars; 
the collapsing and warming material is referred to as a protostar or star formation 
region, and can be seen emitting in the infrared once the temperature has risen 
sufficiently. As far as is known, dense interstellar clouds are the only birthplaces of 
stars and so are important objects for study by astronomers. 

Although the gas of interstellar clouds can be studied in some detail, the 
same cannot be said of interstellar dust particles. From the study of their scattering 
properties and some broad resonances, it has been established that in dense clouds, 
the dust particles are best characterized as having core-mantle structures (5), with the 
core consisting of perhaps graphite and silicates or some other refractory material 
blown out of previous generations of stellar objects, and the mantle consisting of 
ices and other adsorbates derived from the gas phase of the clouds. From some 
broad infra-red features observed from regions around which actual stars have 
already formed, it has been suggested that a third phase exists in interstellar clouds, 
with perhaps 0.01 - 0.1% of the mass. This third phase is said to consist of 
polycyclic aromatic hydrocarbons, or PAH's for short, which can be thought of as 
very large gas phase molecules (20 - 50 carbon atoms) or very tiny dust particles 
(4). 

Chemistry of Dense Interstellar Clouds. The gaseous molecules detected in 
dense interstellar clouds are produced locally. Although the cores of dust particles 
(and possibly the PAH's as well) are synthesized in the atmospheres of a variety of 
stellar objects and either blown out gently or explosively into space, gas phase 
molecules are too fragile under the harsh radiation conditions of interstellar space to 
survive (5). Rather, the molecules are synthesized from precursor atomic material of 
stellar origin via gas phase processes and processes occurring on the surfaces of the 
dust particles. 

The gas phase processes are strongly constrained by the low density and 
temperature to binary collisions that occur without activation energy. From an initial 
gas consisting of atoms, diatomic molecules can only be formed by the process of 
two atoms sticking together. Although such an event can occur via the emission of 
excess energy in the form of a photon ("radiative association"), this process is 
exceedingly inefficient for the collision of two atoms (6). It certainly cannot account 
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360 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

for the almost total conversion of H into H 2 seen in dense clouds. So, it would 
appear that the formation of molecular hydrogen occurs on dust particle surfaces (7). 

Although the surface chemistry of interstellar dust particles has been studied 
theoretically for many years (3,6-8), it is still poorly understood. It is clearly 
important, however, since sticking probabilities onto cold surfaces are close to 100 
% and at typical interstellar conditions, sticking occurs within 106 yr. One process 
all investigators agree on is the formation of molecular hydrogen and of simple ices 
( H 2 0 , NHo, C H 4 ) via H atom addition reactions with atoms and radicals occurring 
preferentially due to the rapid migration of atomic hydrogen from site to site via 
tunneling (3,6,9). Of these species, only thermally evaporates within a 
reasonable time at the low temperatures of the ambient interstellar clouds. Thus, the 
formation of other species on grain surfaces is probably not detected via gas phase 
rotational spectra except, as we shall see, in star formation regions where the 
temperature warms up. Once H 2 desorbs backs into the gas phase, it serves as the 
initiator of a rapid and complex gas phase chemistry which seemingly can explain 
most if not all of the observed gas phase molecules outside of star formation 
regions. 

The low temperature gas phase chemistry consists of exothermic reactions 
without activation energy, since a glance at the simple Arrhenius form for the 
bimolecular rate coefficient k 

k = ΑΟΟβχρί-Ε^βΤ) 

where k B is the Boltzmann constant and E a the activation energy should convince the 
reader that at a temperature of 10 K, even very small activation energies (E a « 0.1 
eV = 2.3 kcal mol 1 ) lead to extraodinarily small rate coefficients compared with the 
collision frequency ACT). Note that astronomers prefer to measure energy in Κ (1 
kcal mol 1 = 503 K); for example, an activation energy of 0.1 eV would correspond 
to E /kç = 1160 Κ. Although atom-radical and radical-radical reactions probably 
occur without activation energy, the most important class of reactions occurring in 
interstellar clouds are ion-molecule reactions, in which the ions are positively 
charged. These reactions are known to occur rapidly and without activation energy 
in the vast majority of instances (10) and many have been studied in the laboratory at 
temperatures under 100 Κ (11-12). Ion-non-polar neutral reactions tend to occur at 
the temperature-independent Langevin rate (10) whereas ion-polar neutral reactions 
tend to increase in rate as the temperature is lowered (12). Ionization comes from 
cosmic ray bombardment, chiefly of H 2 . Thousands of ion-molecule reactions, 
many of which have been studied in the laboratory, have been included in models of 
the gas phase chemistry of clouds to synthesize molecules as complex as 10 atoms 
(13). Below, a rather simple synthesis of interstellar water from atomic oxygen and 
H 2 via ion-molecule reactions is shown as a paradigm of such syntheses: 

H 2 + Cosmic Ray > H 2

+ + e~ + Cosmic Ray 
H 2+ + H 2 > H 3

+ + Η 
Ο + H 3

+ -—> OH+ + H 2 

O H + + H 2 -—> H 2 CP + Η 
Η 2 0 * + H 2 -—> H 3 œ + H 
H 3 œ + e" -—> Η 2 0 + Η . 

The last step in the synthesis is referred to as dissociative recombination; rate 
coefficients for these processes are known to be very rapid and to lead to dissociated 
products (14). Only recently have experiments been performed to actually determine 
partially the assorted neutral product branching ratios (15,16). In the absence of 
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22. HERBST Deuterium Fractionation in Interstellar Space 361 

experimental investigations or detailed theory, simple statistical theories have been 
attempted (77) with mixed success. 

Similar syntheses to the one for water, some involving radiative association 
processes when important ion-molecule reactions are endothermic, have been 
devised for many neutral molecules (13) and used in models of the chemistry, in 
which gas phase reactions both synthesize and destroy molecules. The simplest 
types of models are called "pseudo-time-dependent"; in these the chemistry of 
homogeneous regions evolve under fixed physical conditions. In more complex 
models, physical heterogeneity can be assumed (18) and/or hydrodynamic collapse 
can be incorporated (79). The simplest models, which have been used with the 
largest chemical networks, show best agreement with observed concentrations at 
cloud ages of 105 - 106 yr, before most of the gas phase molecules have been 
adsorbed onto the dust particles (13,20). While molecules are being synthesized 
and destroyed in the gas, both adsorption onto the grain and grain chemistry are 
occurring simultaneously. Unless the heavy molecules formed on the dust particle 
surfaces desorb back into the gas via some non-thermal mechanism (or in the 
vicinity of star formation), the surface chemical syntheses will not contribute to the 
observed gaseous abundances. Non-thermal desorption mechanisms (e.g., photo-
desorption, cosmic ray effects) have been discussed (6,8,21) but are still 
controversial. 

Deuterium Fractionation 

Singly deuterated (and in one case doubly deuterated) isotopomers of a significant 
number of interstellar molecules have been observed, often with surprisingly large 
abundances given the small overall ratio of deuterium to hydrogen. Some well-
known interstellar deuterium-containing molecules are: HD, HDO, N H 2 D , CCD, 
D C N , DNC, HDCO, C H 3 O D (and possibly CH 2 DOH), D C 3 N , D C 5 N , DCO+, and 
D N 2

+ . The doubly deuterated species is D^CO, which has been seen in only one 
source. Just as the dominant repository for hydrogen is the molecule H 2 , the 
dominant respository for deuterium is HD, with an abundance ratio H D / H 2 « 3 χ 
10"5, which is essentially twice the elemental D to Η ratio. Unlike the case of H 2 , 
the formation of HD occurs most efficiently in the gas via cosmic ray ionization of 
deuterium atoms followed by reaction of D + with H 2 (6,22). 

Gas Phase Fractionation. The primary fractionation mechanism in interstellar 
clouds consists of exothermic gas phase reactions between assorted ions and HD to 
produce deuterated ions and H 2 . The most important such reaction at temperatures 
under 50 Κ is 

H 3

+ + HD > H 2 L> + H 2 

which is calculated to be exothermic by 227 Κ (23) due to zero-point energy 
differences between the reactants and products and the forbiddenness of the ground 
rotational state of Ho + in perfect analogy to the absence of the lower inversion state 
in N H 3 . This forbiddenness arises from the fact that no combination of the ground 
(J = 0, Κ = 0) rotational state wave function multiplied by a suitable electronic spin 
wave function is antisymmetric to exchange of two protons. At temperatures 
significantly below 200 K, the backward reaction becomes much slower than the 
forward reaction due to its endothermicity, and the equilibrium shifts dramatically to 
the right. Although both forward and backward reactions have been measured in 
the laboratory (24), the rate of the forward reaction is pretty much independent of 
temperature (with a slight inverse dependence on temperature characteristic of 
slightly exothermic systems) and the backward reaction rate at very low 
temperatures is best obtained via calculation of the equilibrium constant (23,25). 
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362 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

The calculated equilibrium constant at 10 K, obtained by considering both enthalpy 
and entropy effects via the laws of statistical mechanics, is 4.7 χ 10*, which, given 
a normal collision rate coefficient of 1.7 χ 10 - 9 cm 3 s _ 1 for the forward reaction, 
leads to a much smaller rate constant of 3.6 χ 10"1 8 cm 3 s 1 for the backward 
reaction. Assuming that equilibrium is reached, the relation 

holds at 10 Κ which, with the abundance ratio [HD]/[H 2] at its standard 
(unchanging) value of 3 χ 10 - 5, leads to a predicted abundance ratio [H 2D f]/[H 3" K | 
» 1 in dense clouds. This unphysical result contradicts observation, and it is 
obvious that equilibrium is not reached because the backward reaction is so slow 
that Η2Ε>+ is depleted more rapidly by other reactions (e.g., with electrons or CO). 
The abundance ratio at 10 Κ has been calculated in some detail to be 0.1 (26), which 
is still almost 4 orders of magnitude in excess of the [HD]/[H2] value. At higher 
temperatures, equilibrium is a better approximation, and the calculated [Η 2Γ>1/[Η 3

+] 
abundance ratio declines toward the [HD]/[H2] value. Even at 70 K , however, the 
former is calculated to be 2.1 χ 1 0 4 i f equilibrium prevails and 2.0 χ 10 - 4 

considering other linked reactions (26). 
Interestingly, many exothermic ion-molecule reactions of the general type 

are surprisingly slow due to activation energy barriers, as discussed by Henchman 
et al. (27). Although long-range attractive forces correlate with long-range 
complexes in both entrance and exit channels, the interchange of H and D atoms 
between the entrance and exit channel complexes leads to a transition state which, if 
it occurs at sufficiently high energy, can choke off reaction. The potential energy 
surface for this situation is shown in Figure 1 below. 

Figure 1. The potential energy surface for reactions of the type X H + + HD —> 
X D + + H 2 with a transition state between entrance channel and exit channel 
complexes. The energy of the transition state shown here is not high enough to 
choke off reaction. See Henchman et al. (27). 

Thus, only certain ions which are known to be abundant in interstellar clouds, are 
also known to exchange rapidly and exothermically with HD. Besides H 3

+ , these 
include the simple hydrocarbon ions C H 3

+ and C 2 H 2

+ : 

[H 2D*][H 2]/{[H 3

+][HD]} =4.7x10* 

X H + + HD > X D + + H 2 

C H 3

+ + HD 
< ^ Η 2

+ + HD 
> CH 2D+ + H 2 

-> C^HD"1" + H 2 ; 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
8,

 1
99

2 
| d

oi
: 1

0.
10

21
/b

k-
19

92
-0

50
2.

ch
02

2



22. HERBST Deuterium Fractionation in Interstellar Space 363 

these reactions are calculated and/or measured to be exothermic by 370 Κ and 550 Κ 
respectively (28). Given the relatively large exothermicities of the reactions, it can 
be seen that the backwards reactions will be slow up to much higher temperatures 
than the corresponding H2D r +" + H 2 reaction, which is endothermic by only 227 K. 
Although the above hydrocarbon ion-HD reactions are important in deuteration up to 
a higher temperature than the H3+ - HD system, this latter system is much more 
efficient at low temperatures due to the large abundance of H 3

+ . One exchange 
reaction that does not proceed is that between the abundant interstellar ion H C O + and 
HD. 

The large abundance ratio between H 2D+ and H 3

+ in cold dense clouds 
communicates itself through ion-molecule reactions to a wide variety of species. 
Perhaps the most salient deuterated isotopomer, due to its easy observability in 
space, is D C O + , which is produced by the ion-molecule reaction between H 2 D * and 
CO (among other reactions): 

H 2 D * + CO > DCO+ + H 2 

on presumably 1/3 of reactive collisions. This statistical factor of less than unity 
lowers the DCO+/HCO+ abundance ratio below that of H 2 D 7 H 3

+ by a factor of 3 if 
DCO+ is produced primarily by the above reaction (as is the case for clouds at 10 
K). Analogous reactions lead to H 2DO% HDO, ΝΗ3Ε>+, N H 2 D and a wide variety 
of other deuterated isotopomers from H2D*" (26). 

Both the ions H 2 D + and DCO+ react dissociatively with electrons to produce 
D atoms and other products. These reactions lead to a rather large atomic D/H 
abundance ratio, which has been calculated to be 0.005 at 10 Κ (26). As we shall 
see below, this large ratio has important ramifications for deuterium surface 
chemistry once the D atoms adsorb onto the dust particle surfaces. In the gas, D 
atoms also play an important role in fractionation through ion-molecule exchange 
reactions in analogy to those of HD, some of which have been studied in the 
laboratory (29). However, the D atom exchange reactions are typically more 
exothermic than their HD counterparts and one can generally ignore the backward 
endothermic reactions in interstellar clouds. For example, the reaction 

D + HCO+ -—> DCO+ + Η 

is exothermic by 800 K . In addition to ion-molecule exchange reactions, D atoms 
can probably undergo neutral-neutral exchange reactions with radicals at low 
temperature. One example of importance is 

D + O H > OD + Η 

which leads to a large OD/OH abundance ratio at low temperatures if it occurs 
without activation energy, as seems likely since the reaction can occur on the ground 
potential energy surface of water (26, 30). 

The reactions undergone by the two other ions which are important in 
fractionation - CH 2D+ and C^HD^ - and the resulting fractionation are described in 
some detail by Millar et al. (26). In general, these ions fractionate a wide variety of 
organic molecules noticeably at temperatures up to 70 K. 

Detailed Models of the Fractionation. The most complete gas phase model 
of deuterium fractionation has been undertaken by Millar et al. (26) following earlier 
work of Brown and Rice (31,32). The model of Millar et al. is of the pseudo-time-
dependent variety and contains a large number (1700) of gas phase reactions linking 
225 normal and deuterated isotopomers. Deuterium fractionation occurs principally 
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364 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

via the exchange reactions discussed above and similar, although less important 
reactions. The deuterated species then react with other molecules to widen the 
effects of fractionation considerably. An important simplifying assumption, that of 
statistical branching ratios, is made for these latter reactions, which consist mainly 
of ion-molecule and dissociative recombination processes. For example, in the ion-
molecule reaction between C 3

+ and HD, it is assumed that the two possible sets of 
products - C 3H+ + D and C 3 D + + H - are produced at equal rates, whereas in the 
dissociative recombination reaction between N H 3 D + and electrons, it is assumed that 
the NHoD + H exit channel is three times as important as the N H 3 + D exit channel. 
Using these assumptions can be criticized, although as a practical matter, it is hard to 
do otherwise. For ion-molecule reactions, phase space theory (33) would favor 
product channels that are more exothermic and have higher densities of states; 
however, it is impractical to carry out phase space calculations for all reactions of 
importance, and phase space theory is itself only approximate. For dissociative 
recombination reactions, there is little evidence against the statistical approximation 
although experiments on similar systems show opposing results (34). 
Improvements in models cannot feasibly be made until these assumptions are 
scrutinized. 

Some results of the model of Millar et al. (26) are shown in Table I. In this 
table, calculated abundance ratios R for singly deuterated isotopomers to normal 
isotopomers are shown and compared with observed results for the well-studied 
interstellar cloud TMC-1 ("Taurus Molecular Cloud 1") in the constellation Taurus. 
TMC-1 has a temperature of 10 Κ and a gas density of « 104 molecules cnr 3 , and 
these numbers are used in the pseudo-time-dependent gas phase model calculation. 
The calculated results are those for the time at which the absolute calculated 
abundances of the normal isotopomers are in best agreement with observation. (The 
calculated results shown are also for a particular assumption regarding the products 
of dissociative recombination reactions, which we deem to be most likely at this 

Table I. Abundance Ratios R For T M C - 1 

Species Observed R CalculatedR 

HCO+ 0.015(2) 0.031 
H C N 0.023(1) 0.011 
H N C 0.015 0.018 
C C H 0.01 0.014 
H C 3 N 0.015(5) 0.019 
H C 5 N 0.013(4) 0.020 

Note: Numbers in parentheses uncertainties in last digit. 

time.) It can be seen that the agreement is generally quite good, implying that the 
basic assumptions underlying the model are correct in this source. A similar 
conclusion is drawn from the comparison of observed and calculated abundance 
ratios in the extended cloud in Orion (26), another well-studied interstellar source, 
which is at a warmer temperature than TMC-1 (70 K). Here the fractionation that 
occurs is more a function of the very exothermic exchange reactions rather than the 
H 3

+ + HD system, which dominates for sources at 10 K. Orion has some well-
known regions in which star formation occurs, and in these regions the simple gas 
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phase fractionation model is inadequate in several ways. The topic of fractionation 
in star-forming regions is discussed next. 

Star Formation and Fractionation 

In many dense interstellar clouds, there is strong evidence that star formation is well 
advanced. Indeed, newly formed bright stars are also found in interstellar clouds, 
as any amateur observer can detect by looking at the Trapezium stars in the Orion 
Nebula. The actual process of star formation and what initiates it are far from well 
understood, and high resolution observations directed towards star forming regions 
indicate great complexity and heterogeneity (2,55). For example, while most of the 
Orion Molecular Cloud is cool (« 70 K) and at constant density (103 - 104 molecules 
cm 3 ) , star forming regions abound. Perhaps the best known such region is called 
the Kleinmann-Low Nebula; inside this region there are at least three spatially 
distinct sources, in which the abundances of polyatomic molecules are also quite 
distinct from one another. One source - the so-called "Plateau" source - shows 
indications of being perturbed by a strong shock wave. The other sources - the 
"Hot Core" and the "Compact Ridge" are both more quiescent, having temperatures 
in the range 100 - 200 Κ and gas densities in the range 106 - 107 cnr^ 

What does one expect the deuterium fractionation to be in quiescent star 
formation regions? At temperatures of 100 - 200 K, the gas phase ion-molecule 
models predict much less fractionation than at the lower temperatures of ambient 
regions. This result is intuitive because as the endothermicities of the backward 
(right-to-left) reactions of the exchange systems discussed above become smaller in 
relation to the temperature, their rates increase and the equilibria no longer lie on the 
extreme right In other words, the equiïibrium coefficients K , given by the well-
known formula 

rapidly decrease with increasing temperature. 
Most surprisingly, the abundance ratios of deuterated to normal isotopomers 

for selected species in the two quiescent star forming regions discussed above are 
not in accord with this view. Although a variety of values have been deduced from 
observations for these abundance ratios, it does appear that the fractionation is far 
greater than can be expected. For example, very recent observations by Turner (36) 
of the Compact Ridge source indicate that [HDCO]/ [H 2 CO] « 0.14 and 

al. (Î6) for these two abundance ratios are 0.019 and 5.4 χ 10 4 , respectively. The 
calculated ammonia abundance ratio at 70 K, the highest temperature at which 
results are presented, is already two orders of magnitude low, whereas the 
formaldehyde result is not as low because it is fractionated by reactions based on the 
very exothermic organic ion - HD exchange reactions. Even at 10 K, however, the 
model results are too low compared with Turner's observations. 

A possible explanation for the discrepancy derives from a chain of evidence 
which has been obtained in recent years favoring the idea that surface chemistry is 
important in star formation regions such as the Compact Ridge. 

Surface Chemistry and Fractionation. In the Hot Core and Compact Ridge 
sources, the abundances of certain molecules, which tend to be relatively saturated 
or hydrogen-rich, are orders of magnitude larger than can be accounted for by 
standard gas phase models. Examples of molecules for which this is true in one 
source and/or the other are: N H 3 , C ^ C N , C H 3 O H , C H ? O C H 3 , and H C O O C H 3 . 
Even a non-standard gas phase model, in which the special physical conditions of 
the Compact Ridge and its time dependence are taken into account, appears to fail 

K(T) = exp (-AG°/kBT), 
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(37). A school of thought holds that the molecules with unusually large abundances 
are produced on grain surfaces during a previous, cool phase and then desorbed into 
the gas phase when the temperature rises in the act of star formation, during which 
the high gas density may act as a brake on gas phase ion-molecule chemistry so that 
the large abundances need not decrease rapidly (9). This scenario is easiest to 
visualize for the case of N H 3 , since H atom addition reactions to Ν atoms (Η + Ν -> 
NH) followed by addition to N H (H + N H -> NH 2 ) and N H 2 (H + N H 2 -> NH 3 ) 
radicals are among the least controversial of grain surface reactions, given the high 
surface mobility of Η atoms. However, a detailed model calculation for the Hot 
Core using this mechanism overpredicts the resultant gas phase abundance of 
ammonia (9). The cases of the oxygen-containing organic molecules, found 
principally in the Compact Ridge, are harder to fathom and only some suggestions 
have been made (2,37,38). One attractive possibility is for methanol to be formed 
on the grains, desorb into the gas when the temperature rises, and then act as a 
precursor for more complex molecule synthesis. 

If it is reasonable to suggest that grain surface reactions during the pre - star 
formation stage offer an explanation for some of the chemistry observed in the 
gaseous portion of star formation sources, then such an explanation may also help to 
explain the deuterium fractionation observed The initial N H 2 D observations on the 
Orion star forming regions were first explained by simple gas phase chemistry 
pertaining to an earlier cool stage followed by adsorption onto the dust particles, and 
then desorption into the gas when the temperature rose (59). The problem with this 
explanation is that it does not explain the large absolute abundances of N H 3 and 
N H 2 D . The grain production hypothesis for the large N H 3 abundance (9) soon led 
to such a hypothesis for the large NH>D abundance (40). Building on earlier work 
of Tielens (41), Brown and Millar (40) invoked grain surface reactions involving D 
atoms as a fractionation mechanism capable of producing copious amounts of N H 2 D 
on the surfaces of dust particles. The rising temperatures caused by star formation 
would then release at least some of the N H 2 D from the surface. The model of 
Brown and Millar can indeed reproduce the 0.003 abundance ratio detected for 
N H 2 D / N H ? in the Hot Core (39) although not the value of 0.062 quoted for the 
Compact Ridge (36). 

Brown and Millar (42) later extended their model to estimate the abundance 
of doubly deuterated ammonia - N H D 2 - in the Hot Core region of Orion, and 
predicted it to be large enough for observation. Although Turner (36) subsequently 
found some spectroscopic evidence for this species in the Compact Ridge (the 
observed two spectral lines were rejected as being too strong), he also detected 
D^CO and analyzed his result in terms of the D atom surface chemistry approaches 
of Tielens (41) and Brown and Millar (40,42). Turner utilized an atomic D/H 
abundance ratio in the gas of 0.029, which appears to be much higher than 
achievable by current gas phase models, even at the lowest utilized temperatures. In 
this connection, it must be re-emphasized that the high relative D atom abundances 
on grain surfaces can only result from previous low temperature production in the 
gas. 

It would seem that although the surface chemistry explanation of the 
unusually large deuterium fractionation effects seen in the Hot Core - Compact 
Ridge complex of star forming regions in Orion is promising, much more work 
remain to be done before it will be compelling. On die theoretical side, the actual 
rates of D and Η atom migration on surfaces should be looked at more closely; if a 
tunneling mechanism is dominant, should not D atoms be much slower at going 
from site to site? On the observational side, the question of the N H 2 D abundance 
needs to be reinvestigated and a wider variety of deuterated and doubly deuterated 
isotopomers detected. 
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Chapter 23 

Deuterium in the Solar System 

Yuk L. Yung and Richard W. Dissly 

Division of Geological and Planetary Sciences, California Institute 
of Technology, Pasadena, CA 91125 

A survey of the abundances of deuterium in planetary atmospheres 
and small bodies has been carried out. The observed pattern of D / H 
ratios in the solar system may be interpreted in terms of a few simple 
concepts: origin, fractionation, and dilution. There appear to be two 
distinct reservoirs of hydrogen in the solar nebula: the bulk of 
hydrogen as H2, and a smaller amount in ices and organics. The latter 
reservoir is characterized by a higher D / H ratio than the former, and 
maybe the principal source of hydrogen to the terrestrial planets and 
small bodies. The evolution of planetary atmospheres over the age of 
the solar system has resulted in substantial changes in the D / H ratio 
in the atmospheres of the terrestrial planets. In the giant planets the 
abundance of D is dominated by the primordial HD, and there has 
been negligible chemical evolution since formation. Quantitative 
modeling of the D / H ratio in the solar system remains hampered by 
the lack of appropriate chemical kinetics data. 

Deuterium in the universe is believed to have been synthesized in the first few 
minutes of the expansion of the universe when the ambient temperature exceeded 
ΙΟ9 Κ (7). Subsequent nuclear reactions may destroy deuterium by conversion to 
heavier elements, but would not be a significant source of fresh deuterium (2). 
This fact, in addition to its chemical reactivity and its larger mass with respect to 
hydrogen, makes deuterium one of the most useful chemical tracers for studying 
the origin and evolution of planetary atmospheres (5). 

To restrict the scope of this review, we shall focus on three essential aspects of 
deuterium in the solar system. First, we will trace the origin of deuterium in the 
solar system to its precursor in the solar nebula and its placental molecular cloud. 
Second, we will examine the physical and chemical mechanisms that lead to 
fractionation of D relative to Η in various reservoirs from the molecular cloud 
down to atmospheres of planets. Finally, perhaps the most exciting question we 

0097-6156/92/0502-0369S06.25/0 
© 1992 American Chemical Society 
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370 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

will examine concerns the size of hydrogen reservoirs in the planets and the 
evolutionary history of these reservoirs. An understanding of the first two aspects 
of deuterium, together with present day observations, may provide new insights into 
this important question. 

The extensive observations of deuterium in the solar system and molecular 
clouds are summarized in the next section. This is followed by a survey of the 
important physical and chemical fractionation mechanisms. The next section at
tempts to explain the observations using the known fractionation processes. Finally, 
we list a number of outstanding problems to challenge future laboratory and 
observational programs, as well as theoretical models. 

Observations 

It is convenient for this review to divide the relevant astronomical objects into four 
categories: (i) terrestrial planets, (ii) giant planets, (iii) small solar system bodies, 
and (iv) interstellar molecular clouds. The motivation behind this choice is as 
follows. The interstellar molecular clouds yield clues to the initial composition of 
the protosolar nebula. The small bodies may have preserved a pristine record of 
the chemical state of condensables in the solar nebula. The giant planets reflect the 
bulk composition of the solar nebula and have undergone little change since 
formation, while the terrestrial planet atmospheres have evolved extensively over 
the age of the solar system. The overall picture of D / H ratios in the solar system is 
summarized in Figure 1. 

(i) Terrestrial Planets. The level of deuterium fractionation in terrestrial volatile 
envelopes is subject to extensive change over the age of the solar system. An 
understanding of the degree of fractionation can provide clues to the past chemical 
evolution of these atmospheres. The bulk of terrestrial hydrogen resides in ocean 
water. Its D / H ratio is known as S M O W (Standard Mean Ocean Water) and has 
the value of 1.5576 ±0.0005 χ 10A (4,5). It is convenient to measure the D / H ratio 
in a sample relative to this standard. The deviation, 5D, is defined as 

ÔD = { [ ( D / H ) M m p l e / ( D / H ) 0 ] - 1} x 1000 

where (D/H) 0 refers to SMOW. 
Pioneer Venus mass spectrometers provided the bulk of the data for Venus 

atmospheric D / H . McElroy et al (6) used the ion mass spectrometer to give a 
homopause (130 km) D / H of about 1 χ 10"2, further refined by Kumar and Taylor 
(7) to 25 χ 10"2 and 1.4 χ 10 2 for two different orbital data sets. Donahue et al (8) 
report a value of 1.6 ± 0 2 χ 10"2 for D / H below the cloud base of the atmosphere 
( < 63 km) using the probe neutral mass spectrometer to compare H D O to H 2 0 
abundances. This value was confirmed by the groundbased observations of 
H D O / H 2 0 by deBergh et al (9), who report D / H = 1.9 ±0.6 χ 10"2, or 120 ±40 
times (D/H) 0 . 

The D / H ratio in the Martian atmosphere was measured by Owen et al (10) to 
be 9 ±4 χ 10"4, or 6 ±3 times (D/H) G , using groundbased H D O / H 2 0 integrated 
column observations. The accuracy of this measurement was improved by Bjoraker 
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Figure 1. D/H ratios in the solar system and interstellar molecular clouds. 
The uncertainties in the measurements are enclosed by vertical bars. 
References: SMOW (5), Mean ISM (35), (P)rotosolar (37), (V)enus (9), 
(M)ars (11), (J)upiter (17), (S)aturn (22), (U)ranus (24), (N)eptune (15), 
(T)itan (27), (H)alley (28), (M)eteoritic (O)rganics, (Ph^Uosilicates (30), ISM 
NH 2 D (42), ISM HDO (39). 
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372 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

etal(ll)toOfH = 8.1 ±0.3 χ 10"4, or 52 ± 0 2 times (D/H) c , again comparing H D O 
to H 2 0 column abundances, but measured using an airborne Fourier Transform 
Spectrometer. 

(ii) Giant Planets. The D / H ratio in the atmospheres of the giant planets has been 
the subject of extensive observations. Because the mass of these planets is 
dominated by atmospheres that have undergone relatively little chemical process
ing, they should reflect the bulk composition of the gaseous solar nebula. Thus 
elemental and isotopic abundance ratios in these bodies provide a fundamental 
framework for understanding origin processes. By far the largest reservoir of 
hydrogen is in H 2 , with an atmospheric mole fraction ([H2]/total) of 0.897 ±0.030 
for Jupiter (72). The cores of these planets, thought to be partly composed of 
reduced ices that can condense at relevant temperatures and pressures in the outer 
solar system (primarily H 2 0 , N H 3 , and C H 4 ) , provide a secondary reservoir for 
hydrogen. 

The observed molecules that are used as diagnostics for D / H in the giant planets 
are H D and C H 3 D . The H D is a remnant of the gaseous part of the solar nebula, 
while the C H 3 D was more likely derived by outgassing of methane from ices in the 
core of the planet. If we adopt the common assumption that vertical mixing occurs 
in the giant planet atmospheres, so all parts of the atmosphere pass through high 
enough temperatures to kinetically allow rapid deuterium exchange between 
molecules, then fractionation equilibrium should hold, represented by the following 
equality: 

[D]/[H] = [HD]/2[H2] = [CH 3 D] /4 / [CH 4] 

The numerical factors 2 and 4 arise because there are two equivalent positions for 
deuterium in H D and four in C H 3 D . The fractionation factor/ arises because the 
deuterium atom is more tightly bound than H , and becomes systematically more 
concentrated in C H 3 D than in H D , so that / > 1 (see following section). This 
fractionation factor is strongly temperature dependent, so calculating a global 
average of / for a planet is sensitive to the choice of model for the temperature 
profile in the planet's atmosphere. The most detailed thermophysical model to date 
for Jupiter and Saturn is that of Fegley and Prinn (75), who give values of / = 1205 
for Jupiter and / = 1229 for Saturn. We adopt these values to normalize past 
observations of these bodies, and conservatively assume that/ = 125 ±0.05 for 
Uranus and Neptune. 

The first observation of a deuterated molecule in an extraterrestrial body was 
the detection o f C H 3 D on Jupiter by Beer and Taylor (14). Many observations have 
been made since then, using both H D and C H 3 D , for all four giant planets. (For 
reviews of past observational work see, e.g., deBergh et al, 1990 (75), Gautier and 
Owen, 1989 (76), or Bjoraker et al, 1986 (77)). In this paper, we present only the 
observations thought to give the best current estimate of D / H for each giant planet. 
Only observations using C H 3 D are considered, as the observed H D lines are 
probably severely blended with weak lines from higher hydrocarbons present in the 
upper atmospheres of these planets (16,18). Observations using C H 3 D suffer from 
uncertainties as well, as abundance determinations are somewhat model depend-
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ent. For example, the observer has to assume what depth in the atmosphere from 
which the observations are being made. Such an inference is only as accurate as the 
model for the atmosphere it is compared to, and although the Voyager data for the 
giant planets have greatly improved such models, uncertainties are still present. 

The most recent determination of C H 3 D abundance in Jupiter was made by 
Bjoraker et al. (77), at 5 μπι and high spectral resolution (0.5 cm'1) from airborne 
observations, giving a mixing ratio of C H 3 D = 2.0 ±0.4 χ 10"7. Combined with their 
observed mole fraction for C H 4 of 3.0 ±1.0 χ 10 3 , they report D / H = 1.4 ±0.5 χ 
10"5. Previous determinations of Jovian D / H using Voyager IRIS data were made 
by Drossart et al (19) at 4.5 μπι and Kunde et al.(20), combining data at 4.7 μπι and 
8.5 μπι. Using their reported mole fractions of C H 3 D , and the methane mixingratio 
of 2.0 ± 0 2 χ Iff3 from Voyager IRIS (27), these authors give D / H = 1.9±{^x 105and 
3.6ΐ{; 4 χ 10*5, respectively. 

For Saturn, recent groundbased observations by Noll and Larson (22) of C H 3 D 
at 5 /xm assign it a mole fraction of 3.3 ± 15 χ 10"7. When combined with the methane 
mixing ratio of 4 ±2 χ 10 -3 (76), they report D / H = 1.7 ±1.1 χ 10 - 5. Voyager IRIS 
results for Saturn by Courtin et al (23) at 8.6 μπι yield a similar value of D / H = 
1.6ÎÎ2 x l O 5 . 

The observations of Uranus and Neptune are less numerous and less certain. 
Groundbased observations at 1.6 μπι by deBergh et al yield values of D / H = 
7.2±U χ Iff5 for Uranus (24) and D / H = 121J2 χ 10"4 for Neptune (75), adopting 
the value of / = 125 ±0.05 for these two bodies. More accurate determinations 
for all four bodies will probably have to wait until space-based observations are 
possible in the submillimeter, where the R(0) and R( l ) lines of H D in giant planet 
atmospheres should be readily detected and relatively free from unknown con
tinuum blends and modeling uncertainties (25). 

(iii) Small Solar System Bodies. In addition to D / H observations of terrestrial and 
giant planet atmospheres, measurements of the atmosphere of Titan, Saturn's 
largest satellite, meteorites, and Halley's comet supplement our knowledge of D / H 
in the solar system. Titan is the only satellite in the solar system with a substantial 
atmosphere, with a surface pressure of 15 bar and a methane mole fraction of 1-3%. 
Thus, the primary deuterated species on Titan is C H 3 D , so that [D]/[H] = 
[CH 3D]/4[CH 4] (there is no factor / here because C H 4 is the major hydrogen 
species). Recent observations include the ground-based detection of C H 3 D by 
deBergh et al (26) at 1.6 μπι, comparing C H 3 D and C H 4 abundances to give D / H 
= 1.65îol 5 x 10"4. Analysis of Voyager data from at 8.6 μπι by Coustenis et al (27) 
is in excellent agreement with this value, yielding D/H = I5±li x 10"4. 

The best observation to date made for a comet was the in situ neutral mass 
spectrometry measurement of H D O by the Giotto spacecraft on comet Halley, 
finding 0.6 χ 10"4 < D /H < 4.8 χ 10"4 (28). Although the uncertainty in this 
measurement is quite large, it gives a higher value of D / H than the best estimates 
for Jupiter and Saturn, and is consistent with the value for Titan's atmosphere, 
implications to be discussed later in this paper. 

Deuterium abundances in meteorites are difficult to characterize. Wide ranges 
of deuterium enrichments are seen, even in the analysis of a single meteorite. A 
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compilation of recent experimental D / H values given by Zinner (29) yields a 
maximum range for ordinary chondrites of 8 χ 10"5 ^ D / H ^1.05 χ 10"3. Yang and 
Epstein (30) give a similar range of 8 χ 10~5 ^ D / H ^ 1.7 χ 10~3 for hydrogen in 
meteoritic organic matter, and they report consistent values for the water of 
hydration in phyilosilicates (clay minerals) at bD = -110%o (D/H = 139 χ 10"4). 
It has been suggested, however, that the upper limit of 1.7 χ 10"3 for the acid soluble 
Η lost during treatment is an exaggerated value, as the processing involved can 
expose the meteoritic sample to terrestrial contamination (57). Kerridge suggests 
a more conservative upper limit for D / H in carbonaceous chondrites of 6 χ 10-4 

(Kerridge, J . F., University of California at Los Angeles, personal communication, 
1991). Interplanetary dust particles (IDP's) that are collected intact from the 
stratosphere can yield high deuterium enrichments up to D / H = 1.6 χ 10~3 (52). 
With such heterogeneity, it is difficult to derive a systematic scheme for meteoritic 
histories. 

(iv) Interstellar Molecular Clouds. The average D / H in interstellar gas (repre
sentative of bulk hydrogen) is a difficult quantity to define, because of large scale 
inhomogeneities in the chemical state of the interstellar medium. Vidal-Madjar et 
al (33) suggest D / H can vary by a factor of two on scales of 15 pc or less. Recent 
compilations along many observational lines of sight give a range of values. Murthy 
et al (34) suggest that D / H = 2.0 χ 10"5 is consistent with most of the observations 
from the I U E satellite, although lower values toward many hot stars remain likely. 
Borsgaard and Steigman (55) summarize several recent observations and propose 
a range for D / H of 0.8-2.0 χ 10"5 for interstellar gas. The D / H ratios are greatly 
enhanced for organic molecules in molecular clouds. Recent observations suggest 
the following ratios (38): D C N / H C N = 0.002-0.02, D C O + / H C O + = 0.004-0.02, 
C 3 H D / C 3 H 2 = 0.03-0.15. 

Protostellar D / H can be inferred from solar evolution models and a knowledge 
of the He 3 /He 4 ratio in the present sun. Measurements of this value from the solar 
wind are reported by Geiss and Boschler (36), and further refined by Anders and 
Grevesse (57) to give D / H = 3.4 ±1.0 χ 10"5 for the protosun. This value is 
systematically higher than the mean interstellar medium values, as would be ex
pected from deuterium processing in the local ISM during the age of the solar 
system. 

Water, methane and ammonia ices are thought to be the most abundant 
hydrogen containing solids available for making planets. Unfortunately, we have 
little information on the D / H ratio for these ices in molecular clouds. Recent 
measurements by Knacke et al (39) suggest [HDO]/[H 20] ^ 0.8-3.0 χ 10'3 for the 
gas phase, and [H 2 0 (gas)]/[H20 (ice)] < 0.06. The latter number is uncertain by a 
factor of 5. Combining the two results we may conclude that the D / H in interstellar 
ice is at least 0.4-15 χ 10"3. For gas-phase ammonia, we have N H 2 D / N H 3 — 3 χ 10"3 

-0.14 (40,41), and a more recent value of 62t\]slx 10-2 by Turner (42). There is no 
information on N H 3 ice. No deuterium fractionation information is available on 
methane. 
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23. YUNG & DISSLY Deuterium in the Solar System 375 

Mechanisms of Fractionation 

We provide a brief survey of the important physical and chemical mechanisms that 
can lead to local deuterium/hydrogen fractionation. This is by no means a complete 
list. There may be hitherto unknown reactions that are or were important in the 
solar system. O f all fractionation mechanisms to be discussed below, it is generally 
agreed that mechanism (viii),ion chemistry,is most important for molecular clouds, 
and that mechanism (ii), Jean s escape, is most important for planetary atmospheres. 
(For a more detailed description of fractionation mechanisms and their effect on 
other elements in planetary atmospheres see, e.g., Kaye (43)). 

(i) Phase Change. When material undergoes a phase change there is usually a slight 
difference in the vapor pressures of the normal and the deuterated species, leading 
to isotopic fractionation. For example, when water vapor condenses into ice the 
fractionation factor 

_ ( D / H ) i c e 

a ( D / H ^ p o , 

is 1.13 at 273 Κ and can be as large as 123 at 233 Κ (44). 

(ii) Jeans Escape. For molecules of molecular mass m in a planetary atmosphere 
to escape into space, the flux (molecules cm' 2 s"1) due to thermal evaporation is 
given by the Jeans formula (45), 

φ =nc <v > 

< „ > = J i - (\+\)e~x 

2sr* 

where nc is the number density of the escaping molecules at the critical level (at 
radial distance rc from the center of the planet), < ν > is the effusion velocity, and 
u = (IkTc/m)*1 is the most probable velocity of a Maxwellian distribution of the 
molecules at Tc, the temperature at the critical level. The dimensionless parameter 
λ is given by 

GMm 
kTcrc 

where GM/rc is the planetary gravitational potential. Note that λ measures the 
gravitational binding energy of a molecule relative to its thermal kinetic energy. 
Since λ is proportional to m, the difference in <v> between Η and D is usually 
very large whenever λ is large. This can lead to profound changes in D / H in 
planetary evolution. We should point out, however, that this is not the only escape 
mechanism that can result in a fractionation for D / H . Escape via charge exchange 
may also discriminate between D and Η (46). 

(iii) Diffusive Separation. The bulk of the atmosphere is usually well mixed due to 
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376 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

dynamical wave activity. However, above a certain level named the homopause, 
diffusive separation between light and heavy species becomes important. The 
pressure of the homopause, Phy in a planetary atmosphere is determined from 
observations of chemical speciation, and Ph is of the order of magnitude of 10"6 bars. 
The functional behavior of the number density of a nonreacting species / above the 
homopause is approximately described by 

n(z) = nhexp 

Hi(z) = 

rz dz 
Κ Hiz) 

kT(z) 
mtg(z) 

where rih is the number density at the homopause altitude Λ, and Hi is the "scale 
height" for a species with molecular massm*. Tand g refer to ambient temperature 
and gravity, respectively. Note that m, exerts its influence via an exponential 
function, and can greatly enhance the abundance of a lighter isotope relative to the 
heavier species (47). 

(iv) Rayleigh Distillation. This is not a new mechanism for isotopic fractionation. 
Nevertheless, it is an extremely important process by which cumulative fractiona
tion can be achieved. Consider the example of water condensation described in (i). 
As water vapor is depleted from the atmosphere by ice formation the remaining 
water vapor is systematically depleted in deuterium. Subsequent condensation will 
result in even more depletion of deuterium. The isotopic ratio (R) of the vapor is 
given by 

R=R0fa~l 

where R0 is the initial D / H value in the vapor, / is the fraction of vapor remaining, 
and a is the fractionation factor defined in part (i) of this section. A similar formula 
maybe derived for computing the cumulative enrichment in D / H caused by Jeans 
escape. 

(v) Thermochemical Equilibrium. The exchange of deuterium between different 
reservoirs is governed by equilibrium reactions such as 

C H 4 + H D C H 3 D + H 2 

H 2 0 + H D H D O + H 2 

N H 3 + H D ^ N H 2 D 4- H 2 

At low temperatures (Τ <500 K) the equilibrium favors the right hand side of the 
above reactions and deuterium tends to become more concentrated in C H 3 D , 
H D O , and N H 2 D with respect to H D (48). However, the time constants for these 
reactions to reach equilibrium maybe excessively long (compared with the age of 
the solar system), especially at lower temperatures where we expect the largest 
fractionation. One possible way to speed up these reactions is by surface catalysis 
on dust grains, the subject of the next paragraph. 
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23. YUNG & DISSLY Deuterium in the Solar System 377 

(vi) Surface Catalysis. Chemical reactions which proceed very slowly in the gas 
phase have been observed to proceed with greater rates on catalytic surfaces. 
Perhaps the best known of such reactions is the industrial Fischer-Tropsch synthesis, 
which produces gasoline from CO and H 2 . The best surfaces are associated with 
metallic nickel and magnetite. Isotopic exchange is expected to take place on such 
surfaces. For example, when H D O and H 2 are both adsorbed on a metallic surface, 
we can have the following simple reaction scheme (49) for the adsorbed species X 
(ad), 

H 2 0(ad) & H 2(ad) + O(ad) 
HD(ad) + O(ad) & HDO(ad) 

The net result is equivalent to 
H 2 + H D ^ H D O + H 2 

(vii) Photochemistry. Exchange between D and H can be greatly facilitated if a 
stable molecule is first dissociated into radicals and then reconstituted. For ex
ample, absorption of ultraviolet radiation at wavelengths < 1975 À can lead to 
photolysis of H 2 0 

H 2 0 + hv -> O H + H 

The radical O H can now attack H D 

O H + H D -* H 2 0 + D 
followed by 

D + O H -* O D 4- H 

and 

OD + H 2 H D O + H 

The net result is equivalent to 

H 2 0 + H D -* H D O + H 2 

These reactions once initiated by photolysis can proceed rapidly even at 150 K , 
leading to large fractionation of H D O relative to H D (50). 

(viii) Ion Chemistry. Ion-molecule reactions generally have little or no activation 
energy and can proceed rapidly at low temperatures. Reactions such as 

H 3

+ + H D - H 2 D + + H 2 

H 2 D + + C O - D C O + + H 2 

can readily produce species enriched in deuterium. In fact, most reactions of the 
form 

X H + + H D X D + + H 2 + ΔΕ 
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378 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

where X is a neutral molecule, favor the right hand side (57). The reason is that the 
deuterated molecule X D + is usually more tightly bound due to a reduced zero point 
energy, and the reaction proceeding from the left to the right is slightly exothermic. 
At l owtempera tu re s (T<<100K) ,A£ / J t r becomes large, and deuterated species 
are produced in greater abundance. 

Origin, Fractionation and Dilution 

The pattern of D / H ratios in the solar system and molecular clouds as shown in 
Figure 1 reveals four general features: (a) the bulk reservoirs of hydrogen in the 
interstellar medium, the protosun, Jupiter, and Saturn have similar D / H ratio 
~10" 5, (b) the "minor constituents" in the molecular clouds have greatly enhanced 
D / H ratios ~10" 3 or higher, (c) there is a gradual increase in the D / H ratio from the 
large giant planets (Jupiter and Saturn) to minor giant planets (Uranus and Nep
tune) and finally to small bodies (Titan, H alley's comet) in the outer solar system, 
and (d) the terrestrial planets (Mars and Venus) have D / H ratios significantly higher 
than that of the Earth. We will attempt to interpret these patterns in terms of the 
simple concepts of origin, fractionation, and dilution. 

A schematic diagram showing the principal pathways by which our solar system 
is formed is shown in Figure 2. The subject matter associated with this figure is 
quite extensive. The interested reader is referred to an excellent conference 
proceedings (52). Here we will restrict our attention to deuterium. Deuterium 
preserves the memory of the origin of the universe in the Big Bang. Subsequent to 
formation, deuterium went through stars and interstellar molecular clouds prior to 
the formation of the solar system. The D / H enhancements observed in the outer 
solar system maybe traced back to the molecular clouds. On the other hand, the 
high D / H ratios in the terrestrial planets are more likely to be the result of chemical 
evolution. Intermediate values of the D / H ratio may be explained by dilution 
between different reservoirs of similar materials. 

The primary reservoir of deuterium in the molecular cloud and the protosolar 
nebula is H D , with a D / H ratio ~10" 5. However, there is a smaller reservoir of 
deuterium in the form of ices such as H D O , C H 3 D , N H 2 D , and organics in 
molecular clouds with a much higher D / H ratio (at least 10 3). The origin of the 
deuterium enhancement due to ion molecular reactions is now generally accepted 
(57,53,54). The precise size of the reservoir and the D / H ratio of the icy material 
in the protosolar nebula are unknown. However, from the D / H ratios of the small 
bodies which may not have undergone appreciable chemical evolution (such as 
comets, meteorites, and Titan) we inferan ice D / H ratio in the solarnebulaof ~10" 4, 
similar to that of S M O W and the mean of meteorites. This value is significantly 
lower than that of the molecular clouds. There are at least four explanations for 
this difference. 

First, the ice in the solar nebula might have equilibrated its deuterium by 
exchange with the larger hydrogen reservoir. Hubbard and MacFarlane (48) com
puted the D / H fractionation for H 2 0 , C H 4 , and N H 3 in the solar nebula. As shown 
in Figure 3, the fractionation factors are largest at the lower temperatures (T < 300 
K ) . As pointed out by Grinspoon and Lewis (49), the kinetic rate of exchange for 
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Figure 2. Schematic diagram showing the principal pathways of the origin and 
evolution of the solar system. 
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380 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Figure 3. The D / H ratio in the / h molecular species (D/H) ; relative to the 
primordial solar value (D/H), in equilibrium as a function of temperature. 
(Reproduced with permission from ref. 48. Copyright 1980 Academic Press.) 
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23. YUNG & DISSLY Deuterium in the Solar System 381 

deuterium between stable molecules in the solar nebula is too long, even in the 
presence of catalytic grain surfaces. The efficiency of exchange might be increased 
by photochemical processes (50), but the ultraviolet flux in the nebula is uncertain 
(55). In retrospect, the conclusions of Grinspoon and Lewis (49) and Prinn and 
Fegley (55) may have been unduly pessimistic. The recent discovery of interstellar 
doubly deuterated formaldehyde (D 2 CO) by Turner (42) brilliantly confirmed 
Tielens' model (56) of surface catalysis on grains at low temperature. Also disequi
librium chemical processes in the solar nebula may have been initiated by shocks 
(57), especially by the generation of H atoms. These atoms could also be 
transported from the inner solar nebula (close to the sun) to other parts of the 
nebula (Yelle,R.,Universityof Arizona,personal communication, 1991). H atoms, 
being reactive radicals, might be able to drive kinetic exchange reactions proposed 
in Yung et al.'s photochemical model (50) of the solar nebula. 

Second, it is possible is that large amounts of ices were chemically synthesized 
in situ in the solar nebula by Fischer-TVopsch processes (58). A likely source of H 2 0 
would be reduction of CO by H 2 on grain surfaces. Recent meteoritic evidence 
downplays the importance of Fischer-TVopsch type synthesis for the production of 
organic material (59,60) however, favoring instead interstellar origin (61), placing 
serious doubt on the importance of such catalysis to manufacture ices. 

Third, it is possible to transport H 2 0 from the inner solar nebula to the outer 
solar system (62). In this model, the outer solar system at about the orbit of Jupiter 
would act as a "cold finger" for the large amounts of H 2 0 in the inner solar system. 
Extraction and condensation of H 2 0 may have increased the local density of ice by 
~75 times. In the latter two cases, the ice would have a D / H ratio typical of H D 
( ~10" 5). Therefore, the mixing of the locally produced ice and pre-nebula ice may 
provide the explanation for the D/H ratio in the solar system ice observed today in 
the primitive bodies. 

Finally, it is quite possible that the high fractionation levels observed in the 
interstellar medium are not indicative of the initial chemical state of the solar 
nebula. If ion-molecule reactions continue during the infall of the nebula, tempera
tures may get high enough to drive deuterium back into H D , pushing the fractiona
tion of "minor" species such as H 2 0 into equilibrium with the bulk reservoir of 
hydrogen. An even simpler explanation is that the D / H in the local interstellar 
medium at the time of solar system formation was less than that of observed clouds 
with high degrees of fractionation, a consequence of the inhomogeneities in the 
interstellar medium mentioned previously. 

Given that these two primordial reservoirs of deuterium (unfractionated H D 
and highly fractionated ices) exist (63), one can explain the observed D / H ratios of 
the outer solar system merely by mixing these two reservoirs in the right initial 
proportions for each body. Titan and comet Halley appear to represent the ice 
endmember, as all of their volatile envelopes are derived from vaporization and 
outgassing of this enriched ice. Jupiter and Saturn are representative of the gaseous 
endmember. Although the cores of these bodies are thought to consist in part of 
the enriched ice component, the atmospheres of these two planets are so large that 
the deuterium enhancement of the ice is overwhelmed, even if the ice in the core 
and the predominantly H 2 atmosphere are well mixed. Uranus and Neptune 
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382 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

represent an intermediate case. In these planets, the core contributes at least 
two-thirds of the total mass of the body, as compared to the upper limit of about 
25% for Jupiter and Saturn (64). Hubbard and MacFarlane (48) predicted that such 
a high core/atmosphere ratio would leave an enriched D / H signature in the atmos
pheres of Uranus and Neptune, due to mixing of the outgassed icy core component 
and the primordial hydrogen envelope. It would appear that the D / H ratios of the 
giant planets can be explained by this simple dilution effect, almost demanding two 
separate primordial deuterated reservoirs to explain the observations. 

The terrestrial planets have probably retained none of the H D from the solar 
nebula. The primary source of deuterium is probably derived from impact of solar 
system ices (see Fig. 2). Hence, the primordial D / H ratio in these atmospheres may 
be close to the terrestrial S M O W value. The question arises as to the exact value 
of the "primordial" D / H on Earth. The 5D value in deep-sea tholeiite glass 
containing primordial He and Ne was measured to be -77 %o (65), close to the value 
-110%o inferred for phyllosilicates in meteorites (30). 

Perhaps the most interesting question one can ask from the D / H ratios in the 
terrestrial planets concerns the size of the hydrogen reservoirs in these planets and 
the history of chemical evolution. Tkble I summarizes the known hydrogen contents 
of the terrestrial planets. For Mars the only observed reservoir is atmospheric H 2 0 , 
about 20 precipitable microns (highly variable). The quantity of subsurface water 
is unknown, but must significantly exceed the atmospheric values. For convenience 
we also express the H 2 0 reservoir as the equivalent thickness of water i f it were 
uniformly deposited on the surface. 

Tkble I. Hydrogen Reservoirs and Escape Rates in the Terrestrial Planets 

Earth Venus Mars 

Total H 2 0 ( g ) 1 3 9 x l 0 2 4 a 0.8-4.0 x l O 1 9 > > 2 . 9 x l 0 1 5 

Equivalent thickness of 2720b 

water layer (m) 
0.02-0.09 > > 2 x l O ' 5 

Escape rate of 3.0 
hydrogen 
(10 8 atoms cm' 2 s"1) 

027 1.7 

Efficiency factor for D 0.74 
escape (E) 

0.08 032 

Total H 2 0 lost (m) 6.4C 0.57 3.6 

(D/H)/(D/H) 0 1.006 6.4-25 — 
•The Martian H2O value refers to that observed in the atmosphere. The subsurface 
reservoir must be much greater. For Venus, the lower value is based on 40 ppmv 
H2O and the higher value is based on 200 ppmv H2O. 
bGlobally averaged value. 
cAssuming constant escape rate over the age of the solar system, 4.5 χ 109 yrs. 
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23. YUNG & DISSLY Deuterium in the Solar System 383 

The escape rates of hydrogen in the current epoch are also shown in Table I, 
along with the efficiency (E) of escape for deuterium relative to hydrogen (6,46,66-
73). The factor Ε depends on the detailed mechanism of escape. In Figure 4 we 
illustrate how Jeans escape discriminates between D and Η and would strongly 
influence the value of E. Note that at present in Mars the effusion velocity of Η is 
about 100 times that of D . Other factors such as atmospheric diffusion (73), may 
contribute to determine the magnitude of E. The values of Ε quoted in Tkble I 
represent what is tentatively known for the current terrestrial atmospheres. If we 
assume that the escape rates were uniform over the age of the solar system, we can 
compute the total amount of H 2 0 that has been lost from the planet assuming H 2 0 
is the major reservoir of D (it is easy to dispose of the oxygen by oxidation of crustal 
material). The results are equivalent to 6.4,0.57, and 3.6 meters of H 2 0 for Earth, 
Venus, and Mars, respectively. Based on arguments given by McElroy and Yung 
(47), the fractionation of the heavy isotope relative to the lighter isotope is deter
mined by the initial reservoirs of the respective species and the escape efficiency. 
If we further assume a constant (over time) relative efficiency factor (E) for 
deuterium escape relative to hydrogen escape, we arrive at the fractionation factors 
due to chemical evolution: (D/H)/(D/H) 0 = 1.006, and 6.4-25, respectively for 
Earth and Venus. The observed values of (D/H)/(D/H) C = 1.08 (65) and 120 (9) 
for Earth and Venus, respectively, are much higher than this, assuming that the 
primordial level of fractionation for both bodies is given by dD = -77 %o . It is not 
possible to compute a fractionation factor for Mars with any confidence, as the 
available H 2 0 reservoir is unknown. However, i f we use the observed degree of 
fractionation on Mars, and assume a primordial &D = - 77%o as on Earth, then the 
present escape rate of hydrogen implies that there is only 03 meters of total 
exchangeable water in the crust of Mars today (72). This conclusion is challenged 
by the geological community, who prefer a much higher crustal H 2 0 reservoir 
(74,75). 

In order to account for the 5D measurements of primordial water on Earth, as 
much as 300-1200 m of H 2 0 may have been lost (46), implying that the escape rate 
of hydrogen was much greater in the past, about 50-200 times the present rate. For 
Venus the average hydrogen escape rate must have been at least an order of 
magnitude higher than the present (76,77). In addition, an easy resolution to the 
conflict over the size of the H 2 0 reservoir on Mars is that the escape rate of 
hydrogen was much greater in the past. 

What could be responsible for faster escape rates of hydrogen from the 
terrestrial planets in the past? We speculate on a number of possibilities. First, 
there is circumstantial astrophysical evidence that the sun's ultraviolet radiation 
was stronger in the past (78). Since photochemical processes in planetary atmos
pheres are primarily driven by solar ultraviolet photons, this would imply a greater 
rate of chemical evolution than that computed on the basis of a uniform sun (as in 
Tkble I). The other reasons for greater chemical evolution are specific to the 
individual terrestrial planets. On Earth the bulk of solar ultraviolet light is absorbed 
by 0 2 and 0 3 , which are ultimately biogenic. In the absence of an 0 2 and 0 3 shield 
in the primitive Earth's atmosphere, short wavelength photons can penetrate to the 
troposphere, where they will be absorbed mainly by C 0 2 and H 2 0 . The 
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1000 

0 100 200 300 400 500 

Temperature (K) 

Figure 4. The Jeans effusion velocities (in m s"1) for Mars. The values for the 
current atmosphere are marked by crosses. (Reproduced with permission from 
ref. 72. Copyright 1988 Academic Press.) 
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photochemistry of this hypothetical atmosphere has been investigated by Kasting 
et ai. (79) and Wen et ai. (80). The tentative conclusion of both investigations is that 
the escape rate of hydrogen in this case could be 100 times that of the present. On 
Venus Yatteau (81) has proposed an ingenious argument for greater hydrogen 
escape rates in the past. In the present atmosphere the mixing ratio of H 2 0 is about 
40-200 ppmv below the cloud tops, but drops to about 1 ppmv above the clouds due 
to drying by the H 2 S 0 4 cloud. The abundance of sulfur on Venus is independent of 
H 2 0 ,and the drying mechanism works as long as [H 2 S0 4 ] > [H 2 0] . While the above 
condition holds today, Venus was wetter in the past and once we have [H 2 0] 
>[H 2 S0 4 ] , the dehydration by H 2 S 0 4 clouds will fail. According to Yatteau, if 
Venus were just a little (factor of ~3) wetter than today, the hydrogen escape flux 
would have been higher by a factor of ~100. On Mars today most of its water is 
frozen as ice at the poles or in the regolith. However, if the climate were warmer 
in the past, there would have been more atmospheric H 2 0 . Consequently there 
would be greater dissociation of H 2 0 , followed by greater escape of hydrogen. We 
must emphasize that all the above possibilities are highly speculative and no 
definitive work has been carried out to study the comparative chemical evolution 
of the three terrestrial planets. 

Conclusions 

A major achievement of the last two decades of extensive study of the solar system 
is the set of D / H measurements summarized in Figure 1. For the first time we have 
a glimpse of the global pattern of D / H ratios from the sun to the outer solar system, 
as well as the interstellar molecular clouds from which the solar system was 
originally derived. A summary of our current understanding of the origin and 
fractionation of deuterium is presented in Figure 5. The precursor of the solar 
nebula, the molecular cloud, is the source of both unfractionated and highly 
fractionated deuterated material. The primary reservoir was gaseous, with H D as 
the largest deuterated component, and the smaller, secondary reservoir was in the 
form of icy solids, with monodeuterated water, methane, and ammonia as the 
deuterated species, and with an overall D / H at least an order of magnitude higher 
than the gaseous component. The observed pattern in the D / H ratio from the small 
bodies to the giant planets reflects varying degrees of dilution of deuterium in ices 
by H D from the primary reservoir. 

The terrestrial planets probably did not retain any significant amounts of the 
primordial H D in the solar nebula. The bulk of deuterium in these planets was 
derived from smaller solar system bodies. The observed D / H fractionation in the 
terrestrial planets with respect to the solar system small bodies and ices is the result 
of atmospheric evolution. The escape rates of hydrogen from these planets may 
have been significantly higher than that today, implying that except for the Earth 
the bulk of hydrogen in the terrestrial planets may have been lost to space. 

We conclude this review by asking a few fundamental questions related to 
deuterium: 

(a) Why are the D / H values of meteoritic water, comets, Titan and S M O W so 
similar? 

 P
ub

lic
at

io
n 

D
at

e:
 S

ep
te

m
be

r 
8,

 1
99

2 
| d

oi
: 1

0.
10

21
/b

k-
19

92
-0

50
2.

ch
02

3



386 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 
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Figure 5. Simplified schematic showing the origin of deuterium and important 
fractionation processes. The values of D / H in the rectangular boxes near the 
top are higher than those below. Time evolution is from the left to the right. 
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23. YUNG & DISSLY Deuterium in the Solar System 387 

(b) How did ices derived from molecular clouds equilibrate with the bulk hydrogen 
reservoir in the solar nebula? 

(c) Was there mixing in the solar nebula? If so, to what extent was it responsible 
for resetting D / H values of primordial objects? 

(d) What caused the greater rates of hydrogen escape from the terrestrial planets? 
Was the solar U V flux higher in the past? 

(e) What were the initial reservoirs of hydrogen in the terrestrial planets? 
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Chapter 24 

Kinetic Isotope Effects and Their Use 
in Studying Atmospheric Trace Species 

Case Study, CH4 + O H 

Stanley C. Tyler 

National Center for Atmospheric Research, 1850 Table Mesa Drive, 
Boulder, CO 80303 

The principal sink for methane in the atmosphere is from its reaction 
with OH radicals. We have measured the carbon kinetic isotope effect 
for this reaction and have reported a value of 1.0054±0.0009 (2σ) for 
the ratio of the rate coefficients k12/k13. This value improves on earlier 
determinations made in the laboratory by ourselves and others. It is 
important because the δ13CH4 measurements of background methane 
and its sources and sinks are used along with companion data of fluxes 
to help determine relative source strengths of methane. A mass
-weighted average composition of all sources should equal the mean 
δ13C of atmospheric methane corrected for any isotopic fractionation 
effects in methane sink reactions. A discussion of experimental 
techniques and difficulties is presented here. A mass-weighted 
hydrogen isotope balance similar to that described for carbon could also 
be very useful in constraining the methane budget. The utility of carbon 
and hydrogen kinetic isotope effect data for methane studies is 
illustrated. 

Methane is the most abundant hydrocarbon in the atmosphere. Because of its 
importance in tropospheric and stratospheric chemistry (7-5) and its role as a 
greenhouse gas (6-7), measurements of its concentration and studies of its budget (i.e. 
production and loss processes which account for its concentration in the atmosphere) 
have been made for a number of years (8-9). The principal sink for methane is reaction 
with OH radicals as in reaction 1. 

CH4 + OH => CH3 + H20 (1) 

NOTE: The National Center for Atmospheric Research is sponsored by the National Science 
Foundation. 

0097-6156/92/0502-0390$06.00/0 
© 1992 American Chemical Society 
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24. TYLER Kinetic Isotope Effects Used To Study Atmospheric Trace Species 391 

Table I shows a summary of budget data for atmospheric methane. One feature that 
stands out in the table is the fact that methane in the atmosphere is not at steady state. 
Methane concentration in the atmosphere has increased at a rate of about 1% per year 
since at least 1978 (70-72), although the rate of increase appears to be slowing down 
(Blake, D., Univ. of Calif, at Irvine, personal communication, 1991). Significant 
increase began much earlier as ice core data show that it has more than doubled overall 
in the last few hundred years after being relatively stable around a value of about 0.65 
ppmv during the time since the last glaciation (13-14). Explanations for the increase 
may include increases in some methane sources, decreases in methane sink processes 
such as reaction with OH radicals, or combinations of the two types of possibilities (9, 
75). 

Table I. Summary of Data for Atmospheric Methane: 
Concentrations, Residence Time, and Budgets 

Average Tropospheric Concentration 

Total Atmospheric Burden 

Residence Time in Years 

Steady State Source or Sink 
Assuming 12.5 Year Residence Time 

Rate of Increase of Net Sources Over Sinks 
Assuming 1 %/Year Increase in Concentration 

Known Sinks 
Reaction with OH in Troposphere (about 85%) 
Reaction with Soil Microorganisms (~0 to 10 %) 
Escape to Stratosphere with Further Chemical 

Reaction with OH, O^D) , and Cl (about 15%) 

1.72 ppmv 

3.05 Χ 1 0 1 4 mole or 
4.87 Χ 1 0 1 5 grams 

10-15 years 

390 Χ 1 0 1 2 grams 

48 Χ 1 0 1 2 grams 

-332 Χ 1 0 1 2 grams 
2 to 58 Χ 1 0 1 2 grams 

-59 Χ 1 0 1 2 grams 

In 1982, Stevens and Rust (16) proposed that by measuring the stable isotopes of 
carbon in atmospheric methane and its sources and sinks, the global methane budget 
could be determined better. They reasoned that a mass-weighted carbon isotope 
balance of all the sources of methane must equate to the globally averaged isotopic 
value of atmospheric methane. If this calculation could be made based on available 
measurement data then the relative source strengths of methane sources contributing to 
the atmosphere could be better known. Rust and Stevens correctly pointed out that the 
isotopic balance must be corrected for isotope fractionation in any sink processes. 
They had made a measurement of the carbon kinetic isotope effect in reaction 1 in an 
earlier study and found it to be relatively unimportant (77). In their study, they 
compared the relative rates of reactions of OH with ^ 2 CH4 and ^ C H 4 as in reactions 
2 and 3. 

1 2 C H 4 + OH => 1 2 C H 3 + H20 (2) 
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392 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

!3CH4 + OH => 13CH3 + H2O (3) 

Table II shows how the above concept works using a simplified example. In it a 
reasonable 6 ^ C H 4 value for each of several broad categories of methane sources (18) 
has been assigned with companion data on the relative source strengths for each 
category, δ is the delta notation, given in per mil which is defined from equation 
1 (79). The globally averaged atmospheric methane 5 ^ C H 4 value is then the weighted 
sum of the sources corrected by a shift in 5 ^ C H 4 from the sink processes. The 
principal sink, reaction 1 above, enriches atmospheric methane in by its kinetic 
isotope effect and so shifts the atmospheric value somewhat toward less negative values 

of 5 ^ C H 4 than its weighted sources would indicate. 

5 l 3 C = 

[ 1 3 a 1 2 Clsample / 1 3 C / 1 ̂ standard - 1] x 1000 (El) 

Table II. Simplified Example of Weighted Averaging of Methane 
Sources and Sinks Using *3Q/12Q Ratios 

Source or Sink Fraction of Total CH4 δ 1 3 C H 4 Contribution in %o 

Sources 
Ruminants .20 -57 -11 
Paddy Fields .15 -60 -9 
Natural Wetlands .25 -68 -17 
Fossil Fuels .20 -38 -8 
Biomass Burning .10 -25 -3 
Solid Waste .10 -52 -5 

δ 1 3CH4 f ° r weighted sum of source fluxes -53 

Sinks 
Reaction with OH in the Atmosphere +5 
Reaction with Oxidizing Bacteria in Soil +1 

Ô^CH4 for weighted sum of the sinks -1-6 

Globally Averaged Atmospheric Methane 8^CH4 

Inferred from Sources and Sinks -53 + 6 = -47 
From Measurements -47 

Presently, methane budget calculations which use isotopic data are much more 
complex. A precise value for the kinetic isotope effect in reaction 1 is critical in any 
evaluation of the atmospheric methane budget that uses isotopic data. For this reason, 
the value has been re-determined since the Rust and Stevens study to increase the 
precision and accuracy of the measurement. The most recently determined value was 
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24. TYLER Kinetic Isotope Effects Used To Study Atmospheric Trace Species 393 

measured by Cantrell and co-workers (20) who reported a value of 1.0054±0.0009 
(2σ) for the ratio ki2/ki3 where kj is the ratio of the rate coefficients from reaction 1. 
This value is an improvement on the original Rust and Stevens study as well as an 
earlier determination made by Davidson and co-workers (27). A discussion of 
experimental techniques and difficulties in making this measurement is presented in the 
following pages. The hydrogen/deuterium kinetic isotope effect in the CH4 + OH 
reaction is outlined as are methods for its use in methane budget studies. Additional 
discussion shows how isotopic data are used to study methane and what kind of results 
can be had from interpreting this data. 

Chemical System 

Kinetic isotope effects in the reaction of CH4 with OH are of two kinds. The primary 
kinetic isotope effect is illustrated by contrasting reactions 4 and 5. 

CH4 + O H => CH3 + H2O (4) 

CH3D + OH CH3 + HDO (5) 

Here the success of OH abstraction of methane hydrogen is directly affected by the 
difference between hydrogen-carbon and deuterium-carbon bonds in the methane. This 
leads to a relatively large isotopic effect because the transition state vibrational mode is 
directly affected by which types of atoms are transferred in the bond breaking and bond 
formation. 

The system which has undergone the most study and the one that will be discussed 
in detail is the secondary isotope effect illustrated by contrasting reactions 2 and 3. In 
this case, the difference between the two types of carbon atom affects the transition 
state of the reaction only indirectly (i.e., the isotopic substitution is at a bond not being 
broken in the reaction). A smaller isotope effect is expected from this kind of reaction 
kinetics. 

In considering the secondary effect the time rate of change for each methane species 
can be written as equations 2 and 3. 

d[ 1 2 CH4] / dt = - k i2 [OH] [ 1 2 CH4] (E2) 

d t ^ O U ] / dt = - k n [OH] [13CH4] Φ 3 ) 

By manipulating these expressions and using the definition of δ, a formula is derived 
which can be tested experimentally (27). The formula reproduced in equation 4 where 
A is the fraction of CH4 remaining after reaction. 

k l 2 / k l 3 = 

In (A) / [ In (A) + In {(5t + 1000) / ( δ 0 + 1000)} ] (E4) 

The utility of the formula for experimental purposes becomes apparent when one 
realizes that only precise measurements of δ 1 3 Ο ΐ 4 at times t =0 and t = t' as well as a 
measurement of the fraction of CH4 reacted are needed to get an accurate value for 
k 12/^13· The ratio k i2 /k i3 is calculated directly without actually measuring the 
absolute rate of the CH4 + OH reaction. By calculating k 12/k 13 from easily 
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394 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

measurable parameters, difficulties which arise in trying to measure OH loss directly 
are avoided (22). 

Since the secondary isotope effect is relatively small, it is important to design an 
experiment where reaction 1 can be studied without interfering reactions. The 
measurement of ki2 /ki3 = 1.0054±0.0009 determined by Cantrell and co-workers as 
well as the two previous determinations were measured in reaction cells in a laboratory 
environment. Studies of this type require a suitable OH source and allow for the 
opportunity to isolate the reactions of interest from potential interfering reactions. In 
the next section a comparison of the reaction systems studied by Rust and Stevens (77), 
Davidson and co-workers (27), and Cantrell and co-workers (20) is made. From this 
one can see that the evolution of the experimental design leads to a more precise 
determination of ki2/ki3. 

Reaction System Design 

Rust and Stevens chose for their OH source the photolysis of H2O2. Using a Hg arc 
lamp and Hg filter they expected to photolyze H2O2 with the 2537 A line from the lamp 
while filtering out another strong Hg line at 1842 A with a Hg vapor filter. The 
reaction generally took on the order of about 40 hours to convert about 10% of the 
methane to CH3 and subsequent products. Using these experimental conditions, the 
value of ki2/ki3 was determined to be 1.0028. However, a further analysis of this 
system by the Davidson group indicated that undesirable chemical reactions were taking 
place (27). 

Typical concentrations in the cell used by Rust and Stevens were [H2O2] = 4.9 χ 
1 0 1 6 molecules/cm 3 (vapor pressure above 90% H2O2), [CH4] = 1.6 χ 1 0 1 6 

molecules /cm 3 , [O2] = 9.7 χ 1 0 1 7 molecules/cm 3, and [H2O] = 1 χ 1 0 1 7 

molecules/cm 3 (v.p. above 90% H2O2). Hydroxyl radicals are not used very 
efficiently in this system because reaction with H2O2 is fast compared with CH4. 
Therefore, Rust and Stevens were constrained to work at very low methane conversion 
fractions because of the inefficient use of OH radicals. Figure 1 shows that at very low 
fractional conversions, there is greater error in determining k\2A\3 from the isotopic 
measurements. In addition, CH3 radicals may react with H2O2 to reform CH4. This 
would mix the isotopic signal of the remaining methane from reaction 1 with an 
unseparable one from the methane made by CH3 + H2O2. 

Davidson and co-workers' suggest that another potential problem in the system was 
that by using a Hg lamp, in spite of using a Hg vapor filter, it is likely that O2 was also 
photolyzed, resulting in the formation of ozone and ultimately O ^ D ) . This comes 
about because pressure and temperature-broadened Hg radiation in the Schumann-
Runge band range would still photolyze O2. The low kinetic isotope effect they 
obtained might then be a combination of a low kinetic isotope effect in reaction 6 
coupled with a larger effect in reaction 1, the reaction of interest. However, under 
closer scrutiny, it appears that only a small fraction of the methane loss observed by 
Rust and Stevens could have been due to reaction 6 between CH4 and 0(*D) because 
reaction 7 will dominate reaction 6 if the concentration of H2O is high compared to 
CH4 concentration (Tyndall, G., NCAR, Boulder, Colorado, personal communication, 
1991). 

CH4 + Ο ( ^ ) => CH3 + OH (6) 

0(*D) + H2O => 2 OH (7) 
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Figure 1. Change in the magnitude of final minus initial methane 5 ^ C H 4 
value versus fractional conversion of methane in the CH4 + OH reaction. "This 
work" refers to Davidson and co-workers' research. (Reproduced with permission 
from ref. 21. Copyright 1987 American Geophysical Union.) 
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396 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Davidson and co-workers (27) analyzed the photochemistry and kinetics of the 
chemical system more fully than did Rust and Stevens. The O H source was from 
photolysis of ozone in the Hartley band to produce oxygen atoms (see reaction 8) 
which react with water vapor to produce OH (see reaction 7). 

O3 + hv => 02 + 0 ( ! D ) (8) 

Four key conditions for a successful experiment were applied. They are summarized as 
the following: 

1. the ratio H2O/CH4 is kept relatively high (-1000) so that 0 ( * D ) 
reacts with H2O and not with CH4 

2. N2O (inert toward OH) has been added at the same 0 ( * D ) 
reactivity as CH4 to look for N2O loss by O ^ D ) 

3. O3 is added continuously to maintain a steady level 
4. sufficient O2 is added to react with CH3 radicals and eliminate 

them from further reaction in the system. 

With the four conditions above maintained, typical cell concentrations are [H2O] = 5 χ 
1 0 1 7 molecules/cm 3, [CH4] = 5 χ 1 0 1 4 molecules/cm 3, [N2O] = 2.5 χ 1 0 1 4 

molecules/cm 3, [O2] = 3 χ 1 0 1 7 , and [03 ] s s = 1 χ 10* 3 molecules/cm3 where ss 
means steady state. 

Because the rate coefficient for reaction 7 is only about 1.4 times that for reaction 6, 
the first condition keeps the possibility of the undesirable reaction of CH4 + 0 ( * D ) to a 
minimum. In the Davidson study, the kinetic isotope effect in reaction 6 was found to 
be on the order ofki2/ki3 = 1.001. Therefore, as suspected, the presence of reaction 
6 would indeed cause underestimation of the effect of reaction 1 if not suppressed. 

The second condition above helps monitor any possible O ( ^ D ) reactions by 
observing N2O. N2O reacts readily with 0 ( * D ) but not with OH. Loss of N2O would 
indicate that CH4 was also being depleted by O ( ^ D ) . The third condition is needed 
because of the large rate of production of O ( ^ D ) by the Xenon arc lamp used in the 
experiment. To use O3 efficiently it is fed into the cell continuously to maintain a low 
steady state concentration. Otherwise the OH made reacts with O3 rather than CH4. 
Also a constant supply of O3 means a constant supply of OH throughout the reaction 
period. This decreases the total reaction time needed for reaction 1 to occur and allows 
a greater range of methane fractional conversions to be investigated in a reasonable 
period of time. The fourth condition prevents recombination of methyl radicals or 
reaction with R H impurities. If they recombine the C2H6 produced is difficult to 
separate from CH4 and can bias the ki2/kl3 determination. If they react with RH, 
methane is formed, and isotopic integrity of the methane is compromised. 

In addition to running experiments under these conditions, Davidson's group also 
did some experiments in which 1) an amont of C3H8 equal to the CH4 was added to 
the mixture, 2) 0( 3 P) was purposely formed, and 3) kinetics were allowed to proceed 
without O3 added to the mixture. Experiments using the first condition were the ones 
that allowed the Davidson group to determine that the kinetic isotope effect of O ( ^ D ) 
attack on methane was only ki2/ki3 = 1.001. This is because propane reacts about 
140 times faster than methane with OH but both compounds are attacked equally fast by 
0(1D) . Therefore, the first condition makes the predominant loss of methane reaction 
with 0(*D). Experiments using the second condition were accomplished by omitting 
H2O from the cell and adding extra N2 to quench O(^D) to 0( 3 P). No methane was 
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reacted in this test, leading to the conclusion that under normal test conditions, any 
0( 3 P) formed was not afffecting the methane. In the third test condition, photoysis of 
the mixture without O3 was made to check for photosensitized or other unidentified 
photolytic CH4 loss processes. No other loss processes were found. 

Referring to Figure 1, one can see that the biggest problem in getting a precise value 
for ki2/ki3 was in the errors of the methane concentration measurements. Although 
fractional conversions were determined by both gas chromatography and infrared 
absorption, the errors in measurement of starting and ending methane concentrations in 
the cell were relatively large. The Davidson study (27) determined that the value of 
kl2/kl3 = 1.010 ± 0.007 (2σ). 

The Cantrell (20) study was a re-determination of the carbon kinetic isotope effect 
by the same group that published the Davidson et al. results. Several pitfalls have been 
avoided in the Cantrell group's experiments. Improvements in the experiments which 
make the data more precise in comparison to earlier experiments include changes in the 
methane concentration measurements and sample gas preparations and measurements 
for isotope ratio analysis. A Hewlett-Packard Model 5880 gas chromatograph fitted 
with a flame ionization detector (FID) was used for all concentration measurements. 
Two calibrated standard gas mixtures were used, 3.88 ppmv (NBS SRM 1660a) and 
71.83 ppmv (Specialty Gas Products). These were measured against each other and 
indicated a good linearity of the FID for samples analyzed throughout the high and low 
ends of concentration range in the experiment. 

Experiments were performed using a temperature controllable cell multiple reflection 
optics (23). The cell included a stainless steel bellows pump to circulate the mixture, a 
manifold for sample removal, and a vacuum system for gas handling and cell 
evacuation. The design of the cell also allowed the effect of temperature on the ratio 
k 12/^13 to be studied. No temperature dependence was found for the kinetic isotope 
effect in reaction 1 between 273 and 353°K. Figure 2a shows the results of the 
Cantrell study in which the value 1.005410.0009 (2σ) was obtained. Figure 2b shows 
the lack of a temperature dependence in the temperature range above. 

Combustion of the sample gas mixture to convert CH4 to CO2 for stable isotopic 
analysis was done using a new high-volume, fast flow combustion train with a low 
blank (24). In principle the procedure follows that described by Tyler (25), a 
procedure adhered to in the Davidson study (27), but several key differences are noted. 
The sample inlet includes a flow integrator for better accuracy in determining recovery 
of converted samples. The flow is set for 1.0 liter/min. Four multi-loop traps in series 
strip out CO2 from the sample gas stream cryogenically at liquid nitrogen temperature. 
The oven catalyst has been changed to Platinized-Alumina (1% loading) at 800°C. At 
the time of development of the vacuum line, the catalyst was conditioned for several 
days by flushing it with very dry zero air at 3.0 liter/min. Although Pt-Al is porous and 
subject to high carbon blanks, the conditioning noted above with routine re
conditioning using a slower overnight flow of zero air on a regular basis keeps the 
carbon blank at < 1 \u\ltr of CO2 or below for 300 liters of clean zero air processed. 
With the low blank and flow integrator, a precision of expected conversion of CH4 to 
CO2 of 100±1% was obtained. This was true even for the very small sample quantities 
of CH4 recovered as CO2 in this experiment (sample size 20-50 μΐίίε^). 

Another improvement in the isotope determinations over the previous studies 
resulted from the use of a Finnigan-Mat Delta-Ε isotope ratio mass spectrometer for all 
measurements of 5^C. Overall precision for individual values was < 0.10%o using a 
cold finger inlet system to freeze the relatively small samples of CO2 into the analyzer. 
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Figure 2. a) Alternative form of equation 3 which shows how secondary kinetic 
isotope effect value was determined in Cantrell and co-workers' research. 
Derivation of alternative form is described in their work. Best fit line for data 
points corresponds to a k 1 2 / k 1 3 of 1.0054 ± 0.0009(2σ). Lines corresponding to 
k J 2 / k 1 3 values of 1.0040 and 1.0070 are shown for comparison, b) Secondary 
kinetic isotope effect value (k 1 2 /k 1 3 ) versus temperature. "This work" refers to 
Cantrell and co-workers' research. (Reproduced with permission from ref. 20. 
Copyright 1990 American Geophysical Union) 
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The working standard gas was Oztech-002 (Oztech Gas Co.) which is -30.01 Woo with 
respect to PDB carbonate. 

Other Determinations of k i 2 / k i 3 in the Reaction of C H 4 with OH 

There are two other determinations of the carbon kinetic isotope effect in reaction 1. 
One is a calculated value for k i2 /k l3 from ab initio perturbation molecular orbital 
(PMO) theory by Lasaga and Gibbs (26). The other is a field measurement of ki2/k 13 
by Wahlen and co-workers (27). 

As suggested by the name, ab initio calculations (ab initio means from the 
beginning) is not based on experimentally determined parameters. An approximate 
representation of the molecular orbitals in the transition state is made using 
wavefunctions which describe the energy of the electron orbitals used in the reaction. 

Successive improvements in the wavefunctions by Lasaga and Gibbs (26) took into 
account electron correlation and tunneling. They found that there is a systematic trend 
in the reduction of the secondary kinetic isotope effect of reaction 1 as the calculations 
become more sophisticated. Their value for k i2 /k i3 at 275°K is 1.0072 with little 
temperature dependence in the range 225 to 350°K. The calculations indicate that an 
expected experimental kinetic isotope effect at all temperatures encountered in the 
atmosphere will be relatively small. 

Another approach to measuring the carbon kinetic isotope effect in reaction 1 is that 
taken by Wahlen and co-workers (27). They reported a value for ki2/ki3 from near-
tropopause measurements of methane in the atmosphere. The reaction of OH on 
methane should result in an isotopic enrichment of ^ C in methane with altitude and 
decreasing CH4 concentration. In Wahlen's study upper troposphere and lower 
stratosphere air samples were collected to obtain a vertical profile of methane 
concentration and δ 13c data. Their measurements were used to calculate a value that 
k l 2 / k l 3 = 1.0143±0.0008 at atmospheric temperatures of about 220 to 230°K. 
Wahlen and co-workers' then assumed a temperature dependence based on the rate 
constant for reaction 1 which leads to a ki2/kl3 = 1.0109 at 297°K. 

Possible problems in a field study of this kind include errors in estimating the 
vertical profile of methane, measuring CH4 over a short time span when seasonality 
may be important, and in estimating the isotopic enrichment impact of interfering 
reactions such as CI and O(^D) reacting with CH4. Nevertheless, the field 
measurement study is an important cross check to the laboratory studies. It may point 
the way toward processes overlooked or misinterpreted in a laboratory systems study. 

Discussion of Carbon Kinetic Isotope Effect and the Methane Budget 

Stevens and Rust (16) made δ^3θΗ4 measurements of background methane in air and 
some important methane sources and compiled data from studies by others. They also 
designed an experiment to measure the carbon kinetic isotope effect in the principal sink 
process for atmopheric methane, that being reaction of CH4 with OH in the atmosphere 
(17). Because the majority of measured methane sources were of biological origin, the 
weighted sum of the sources was very much depleted in with respect to 
atmospheric methane. When combined with the information that only a relatively small 
correction (about 3%o from their ki2/ki3 value) need be applied to the source data, the 
calculations indicated that one or more overlooked or greatly underestimated sources of 
relatively ^C-enriched methane were needed to balance to budget 
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400 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Since then, many researchers have made 8 ^ C H 4 measurements of CH4 sources 
and methane in remote background air. Collectively, these include first-time 
measurements of sources such as burning biomass, termites, rice paddies, tropical 
swamps and marshes, and boreal wetlands (25, 28-33). Table ΙΠ shows the ranges of 
5l3CH4 for the methane sources where individual sources are grouped into several 
broad categories. It is still true that most sources of atmospheric methane are of 
biogenic origin and are relatively depleted in ^ 3 C methane with respect to atmospheric 
methane (9,18). While there does not seem to be much difference between ki2/kl3 
values between 1.003 and 1.010 when compared to the uncertainty in the weighted 
5* 3 CH4 of all methane sources, there is a consensus among researchers that a kinetic 
isotope effect in the principal sink for atmospheric methane which is larger than 1.0028 
makes sense based on the isotopic balance between methane sources and the 
atmospheric methane. 

Table III. Methane Sources and Their Carbon Signatures 

Source 6 1 3 C (IN%o) 14C (IN pMC) 

Biogenic Recent -50 to -90 -110 to 130 

Biogenic Natural Gas -50 to-110 -0 

Thermogenic 
Natural Gas and 
Other Fossil Fuels -25 to -50 ~0 

Biomass Burning -22 to -34 -110 to 130 

The unit pmC is per cent modem carbon in which comparisons are made against 
comtemporary carbon. 
δ is the delta value, given in per mil (%o), which is defined from equation 1. 

That a larger carbon kinetic isotope effect fits the available data better can be seen 
from relatively simple models. Stevens (34), Lowe and co-workers (35), Wahlen and 
co-workers (33), and Quay and co-workers (36) have all used isotopic data along with 
companion data of fluxes from methane sources and sinks to determine relative source 
strengths and to provide inputs into models of atmospheric methane mixing. These 
indicate that a kj2/ki3 value larger than the original determination of 1.0028 fits the 
available source and background atmospheric methane data. In the studies above, the 
value k ^ / k n = 1.01010.007 was used for calculations in all but Quay and co
workers' model. 

Stevens's 2-box model (34) studied 5 l 3 C H 4 source flux trends in each hemisphere 
by fitting methane source distributions to northern and southern hemispheric average 
5 1 3 C H 4 over the period 1978 to 1987. One conclusion he reached was that 1 3 C -
enriched fluxes are increasing after 1983. This seems reasonable in light of later 
studies by Wahlen's group (33) and Lowe's group (35). Ehhalt had determined that 
the fossil fuel contribution to atmospheric methane was at most 20% (8). The two later 
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24. TYLER Kinetic Isotope Effects Used To Study Atmospheric Trace Species 401 

studies by Warden's and Lowe's groups each used 1 4 C H 4 measurements along with 
1 3 C H 4 measurements to demonstrate that 20 to 30% of the methane released annually 
may be from fossil fuels. They used a two-source function in which methane is either 
radiocarbon dead fossil fuel (i.e., no radiocarbon methane, enriched methane, 
see Tyler (18) for discussion of radiocarbon) or biologically produced (i.e., modern 
level of 1 4 C H 4 , depleted 1 3 C H 4 ) to match the source flux with background 
atmospheric measurements. 

Rather than use a measured k i 2 / k i 3 value to arrive at likely methane source 
strengths and distributions, Quay and co-workers (36) made calculations which tend to 
corroborate the use of the k\2A\3 value of 1.0054±0.0009 in reaction 1. They used a 
time series of atmospheric 5 ^ C H 4 and CH4 concentration measurements to arrive at 
an overall kinetic isotopic fractionation of CH4 during oxidative loss. Recent studies 
by Steudler and co-workers (37) and Born and co-workers (38) indicate that soil 
oxidation of methane may have been underestimated in the past and may be as much as 
10% of the total sink. To account for this, Quay's group calculated a value of ki2/ki3 
= 1.007±.002 assuming that 7% of the CH4 oxidation is from microbial oxidation in 
soils. Although the fractionation effect of soil is based on few measurements thus far 
(39-40), it appears that their choice of the value k i 2 / k l 3 =1.020 for soils is 
representative. Under these conditions the contribution to the overall kinetic isotope 
effect from OH oxidation would be 1.006 from their study. 

Impact of the Value of the Kinetic Isotope Effect on Modeling the 
Methane Budget 

As a way to illustrate the impact of the carbon kinetic isotope effect on the isotopic 
methane budget, a two-box model of the atmosphere is described. It can be used to 
show the sensitivity of carbon isotopic data on atmospheric methane and its source 
fluxes to the kinetic isotope effect in the CH4 plus OH sink reaction. 

In a simple two-box model of the troposphere, continuity equations for the 
abundance of a trace species in each hemisphere can be written as equations 5 and 6. 

d M n / d t = S n - Μ η / λ η - ( Μ η - Μ 5 ) / λ τ (ES) 

dMs/dt = S s - M s A s + ( Μ η - Μ 5 ) / λ Τ (E6) 

M n and M s are total hemispheric abundances (concentrations) in the Northern and 
Southern Hemispheres, Sn and Ss are hemispheric release rates (source fluxes), λη and 
λ$ are trace species' removal times (lifetimes based on sink processes), and λ τ is the 
average interhemispheric mixing time (1.25 years in the following calculations). 

One can treat l3CH4 a n d IÎCH4 methane as different species and write equations 
for each species like equations 5 and 6 above. The individual source fluxes and 
concentrations of 13CH4 ^ 1 2 C H 4 are related to the total source fluxes and methane 
concentrations by the equation which defines the delta per mil value for carbon isotopes 
(see equation 1). The total source strength and carbon isotope value chosen as inputs 
for each hemisphere are thus broken down into 13c and l ^ C molecule abundances, 
each with unique lifetimes based on the ratio ki2/ki3 applied to the currently accepted 
average lifetime of 12.5 years (22). To solve these equations numerically, the time step 
can be iterated to arrive at new 13CH4 and 12CH4 values in each hemisphere. 
Alternatively, these equations can be used to solve for a particular set of solutions at 
steady state by solving them algebraically. 
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402 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Once a framework for a box is described as above, the 2-box model can be used in a 
manner in which the sources are derived from the concentrations. An example is 
described below, in which a steady state algebraic solution is found for the four 
equations described by writing the basic equations 5 and 6 for both 13CH4 and 
12CH4. Integral expressions which solve the basic equations are evaluated for a 
particular set of source functions. In these calculations, CH4 sources are assumed to 
be constant for present day values of methane concentration and 513CH4 value in each 
hemisphere. The starting hemispheric distribution of sinks (reaction with OH radicals 
only) is assumed to be constant and the kinetic isotope effect and sink strength is 
assumed to be constant and identical in both hemispheres. These conditions are not 
strictly correct, but for illustrative purposes, the situation is simplified by disregarding 
the calculations needed to take this into account. For example, the present day growth 
of approximately 1% per year is not factored in. However, in this example, the 
difference between constant sources and those that cause a growth of 1% per year in 
methane concentration is negligible for the analysis being presented here. 

Table IV shows the sensitivity of the calculated north/south difference of 513CH4 in 
the source flux methane to the ki2/ki3 value. The kinetic isotope effect value is varied 
for two sets of north/south distributions of concentration and 813CH4. I n e a c n c a s e 

the values used for M n and M s concentrations of 13CH4 and 12CH4 are calculated 
from isotopic measurements by Quay and co-workers (36) and assumed starting 
concentrations for total methane in each hemisphere of 1.72 ppmv (northern) and 1.67 
ppmv (southern). Quay and co-workers' measurements indicate a northern 
hemispheric average value of 613CH4 of -47.4%o and a southern hemispheric value of 
-47.0%o. Three kinetic isotope effect values are considered. 

The calculations in the simplified example show that quite different average isotopic 
source fluxes are needed in each hemisphere to account for the average hemispheric 
abundances and 813CH4 values depending on the ki2 /k l3 chosen. As the kinetic 
isotope effect becomes larger, source fluxes in each hemisphere must become more 
l3C-depleted to arrive at the background hemispheric values. For the most plausible 
scenario, with a ki2/ki3 of 1.0054, the weighted average source flux would would 
have a 513CH4 of -52.0%o if 75% of the sources are in the northern hemisphere. One 
might conclude that although the northern hemisphere has more l^C-enriched fossil 
fuel sources, it also must have many more *3c-depleted s o u r c e s s u c n a s livestock, 
boreal wetlands, and rice paddies in comparison to the southern hemisphere. 
Correspondingly, the southern hemisphere might have relatively more l^C-enriched 
sources such as biomass burning from land clearing as a proportion of its total methane 
sources. 

Primary Kinetic Isotope Effect in CH4 + OH Reaction 

A mass-weighted deuterium/hydrogen isotope balance similar to that described for 
carbon could also be very useful in constraining the methane budget. This is because 
5(D/H) values can help characterize methane sources in two ways, 1) by differentiating 
methane sources isotopically where 513CH4 values of sources overlap, and 2) by 
differentiating between methane formation pathways of CO2 + H2 reduction and acetate 
fermentation (47). Although few measurements of 8(D/H) values exist for background 
atmospheric methane and its sources and sinks (47-45), the data are adequate to 
illustrate the usefulness of 5(D/H) data. The range of δ(Ε>/Η) for broad categories of 
the sources are listed in Table V. 
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Table V . Methane Sources and 5 1 3 C and 8(D/H) Signatures 

Source (in %o) 5(D/H) (in %o) 

Biogenic Recent 
Acetate Fermentation -50 to -70 -300 to -400 
CO2 + H2 Reduction -60 to-100 -150 to-250 

Biogenic Natural Gas -50 to -110 -180 to -280 

Thermogenic 
Natural Gas and 

Other Fossil Fuels -25 to -50 -130 to -250 

Biomass Burning -22 to-34 -10 to-50 
δ is the delta value, given in per mil (%c), which is defined from the formulas 

8 1 3 C = [13c/12ci s ample / 1 3 C/ 1 2 Cl s tandard -1] χ 1000 and 

8(D/H) = [D/Hlsample / D/Hlstandard -1 ] χ 1000 . 

Table VI shows a simplified example for the 8(D/H) isotope budget which assumes 
ranges for the background methane and source methane isotopic values to arrive at an 
inferred deuterium/hydrogen kinetic isotope effect value. The range for the weighted 
sum of the sources comes from data summarized in Tyler (18) and a calculation made 
by Senum and Gaffney (46). The kinetic isotope effect value inferred in Table 6 is then 
about KCH4/KCH3D = 168 to 252%o for the range of background atmospheric values 
measured by Ehhalt (42) and Wahlen and co-workers (45). 

Table V I . Rough Estimate of 5(D/H) Isotopic Balance for Atmospheric 
Methane and Its Sources and Sinks 

Range Median 

5(D/H) Weighted Sum of Source Fluxes -262 to - 322%o -292%o 

5(D/H) of Background Atmospheric Methane -72 to -94%o -82%0 

Inferred Isotopic Shift from Principal Sink 
Reaction of CH4/CH3D + OH +168 to +252%* +210%o 

A single set of laboratory measurements contrasting reactions 4 and 5 was made by 
Gordon and Mulac (47) at a temperature of 416°K. They got a primary kinetic isotope 
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24. TYLER Kinetic Isotope Effects Used To Study Atmospheric Trace Species 405 

effect of 1.500 at 416°K. Gordon and Mulac studied the two reactions in separate 
experiments using pulse radiolysis of H2O to generate OH and monitoring the decay of 
OH by means of absorption spectrophotometry. Aside from using a relatively high 
temperature in the study which makes direct comparison to tropospheric temperatures 
difficult, there are potential problems with this result. Reaction cell impurities and 
interfering wall reactions may be different in the separate experiments involving first 
CH4 and then CH3D. These problems can be eliminated in a study in which the ratio 
kCH4/kCH3D is measured directly in a system where both CH4 and CH3D are 
present. In addition, it seems clear that reactions 2 and 3, either separately or together, 
need to be studied at tropospheric temperatures. 

It is also possible to make a computer simulation of the transition state for this 
reaction which allows the kCH4/kCH3D to be estimated by calculation. The 
BEBOVIB-IV computer program described by Burton and co-workers (48) provides 
simulations of the transition state which can be used in the calculation of primary kinetic 
isotope effects in simple systems. Inputs of data to the calculation include vibrational 
frequencies for bonds in the transition state complex. An example of its use is the 
study of H2 and HD reacting with OH by Ehhalt and co-workers (49). In that study, 
the results were identical when comparing experimental results to the computer 
calculation leading to a kH2/kHD = 1.651.05. 

In the case of the primary kinetic effect in reaction 1, it is possible to estimate the 
vibrational frequencies with some confidence. More importantly, the difference 
between the vibration with D substituted for H in the activated complex is large enough 
that errors in the vibrational frequency chosen lead to relatively small errors in the 
overall computation. Using the BEBOVIB-IV computer program, the D/H kinetic 
isotope effect in reaction 1 should be about 180%o (Cantrell, C , NCAR, Boulder, 
Colorado, unpublished data, 1989). This is in reasonable agreement with what is 
expected from a rough analysis such as appears in Table VI. 

The BEBOVIB-IV program is less reliable for a secondary kinetic isotope effect. In 
reaction 1 for instance, calculations for ki2/ki3 ranged from about 1.000 to about 
1.040 when studied by Cantrell and co-workers (20). This is because it is more 
difficult to estimate differences between vibrational frequencies in the activated complex 
when differences between atoms not directly transferred are involved. These 
uncertainties overwhelm the secondary kinetic isotope effect which is small compared 
to the primary kinetic effect. 

Conclusions 

A determination of ki2/ki3 in the reaction of CH4 with OH has proved useful for 
weighting relative source strengths of methane with carbon isotope ratios. However, 
the calculations involving relative source strengths are somewhat empirical. Several 
sources of methane overlap in their 513CH4 values, making an accurate determination 
of source strength for those sources solely dependent on flux measurements and 
ecological data. 

Conversely, although 1.0054±0.0009 at 297°K is the most precisely determined 
laboratory value for ki2/ki3, available methane data can't be used to prove that it is 
absolutely correct. Other recent determinations which indicate a higher effect of around 
1.010 at 297°K can not be ruled out based on available data. As additional studies add 
information on both methane fluxes and 513CH4 isotopes, distributions and strengths 
for methane sources will be better known. When coupled with accurate models of 
methane mixing, these measurements may tend to corroborate a particular determination 
of ki2/ki3 over the others. 
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406 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Nevertheless, the kinetic isotope effect measurements should be used to help 
validate potential methane source distributions and not the other way around. Efforts 
should continue to measure ki2/ki3 in either a laboratory or field experiment in a 
manner which gains a consensus of approval from the community of scientists using 
isotope data in methane studies. These could include more laboratory studies of CH4 + 
O H which are made with a different OH source and a wider range of temperature 
dependence and/or field studies in which the transport of species and potential 
interferring reactions are given a more rigorous treatment in the calculations that lead to 
the ki2/ki3 value. 

Key areas for continued methane study include an accurate determination of the 
kCH4/kCH3D of the primary kinetic isotope effect in the CH4 + OH reaction as well as 
a thorough consideration of methane oxidizing bacteria in soils and additional 
measurements of 6(D/H) values in methane. Measurements of 8(D/H) in methane 
should include atmospheric background measurements as well as sources and sinks on 
the same scope as are already being made for 5 ^ C H 4 . The recent measurement by 
Vaghjiani and Ravishankara (22) indicates a tropospheric lifetime of at least 12 years 
for methane based on reaction with OH. This necessitates an adjustment downward in 
total annual source strength of methane when compared to earlier source budgets. 
However, the adjustment downward may be lessened i f soil bacteria are being 
underestimated as a methane sink. Studies of fractionation effects on both carbon and 
hydrogen in methane by bacterial oxidation could become very important in using 
isotopic balances to interpret the methane budget 

Last of all, it is noted that trace gases other than methane are also studied using 
isotopic measurements. It will be important to better understand kinetic isotope effects 
in these gases just as it is for methane. For instance, CO (50-52) and CH2O (53) are 
studied using isotopes and both of these react with OH. Stevens and co-workers made 
determinations of the carbon and oxygen kinetic isotope effects in the reaction of CO 
and OH (54). Recent improvements in experimental methods could be used to 
corroborate or improve upon their work. And as is the case with methane, 
measurements of radiocarbon CO are also made (51-52). However, until the precision 
of measurements of pmC values of 1 4 C H 4 and 1 4 C O can be improved past the current 
best of about ±0.5 pmC (per cent modern carbon), a value for ki2/kl4 of the same 
magnitude as that for ki2/ki3 can't be measured accurately. Nevertheless, the utility of 
measuring kinetic isotope effects in atmospheric trace gases and applying the results to 
additional trace gas cycling studies is clear. 
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Chapter 25 

Key Sulfur-Containing Compounds 

in the Atmosphere and Ocean 

Determination by Gas Chromatography—Mass Spectrometry 
and Isotopically Labeled Internal Standards 

Alan R. Bandy, Donald C. Thornton, Robert G. Ridgeway, Jr.1, and 
Byron W. Blomquist 

Chemistry Department, Drexel University, Philadelphia, PA 19104 

Gas chromatographic/mass spectrometric (GC/MS) methods 
using isotopically labeled internal standards (GC/MS/ILS) are 
described for determining atmospheric sulfur dioxide (SO2), 
dimethyl sulfide (DMS), carbon disulfide (CS2), dimethyl sulfoxide 
(DMSO), dimethyl sulfone (DMSO2) and carbonyl sulfide (OCS) 
and aqueous phase dimethyl sulfide and dimethyl sulfoxide. 
GC/MS/ILS has great immunity to variations in sampling efficiency 
and changes in detector sensitivity. Using cryogenic 
preconcentration and integration times of three minutes, lower limits 
of detection are below one part per trillion for these gas phase 
species. Lower limits of detection for aqueous phase measurements 
are better than one picomole. Measurement precision is limited by 
either the lower limit of detection or the repeatability of the addition 
of the standard. Accuracy is determined primarily by the accuracy 
of the standards. GC/MS/ILS appears to have the sensitivity and 
precision to make real time isotopic ratio measurements. 

Isotopic dilution methods are widely employed for improving the reliability 
of difficult determinations (1). Despite their advantages, however, they are rarely 
used in atmospheric and oceanic science. 

We describe in this paper isotopic dilution methods for several key sulfur 
species present in the atmosphere and ocean. We use a variation of isotope 
dilution in which isotopically labeled analyte is added to the sample as an internal 
standard. Only stable isotopes are used. Analyses are carried out by GC/MS. 

1Current address: Air Products and Chemicals, Inc., Allentown, PA 18195 

0097-6156/92/0502-0409$06.00/0 
© 1992 American Chemical Society 
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410 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Advantages of GC/MS/ILS 

Compared to other methods the isotopic dilution GC/MS method, 
GC/MS/ILS, has several important advantages: 

Insensitivity to sampling losses 

Insensitivity to changes in GC/MS sensitivity 

Isotopically labeled standard trapped with each sample 

Large linear dynamic range 

High Sensitivity - low detectable limits 

High manifold analyte concentration due to labeled standard 

Insensitivity to sampling losses and changes in GC/MS sensitivity are 
demonstrated by considering two isotopomers simultaneously monitored. 
Instrument responses for the two isotopomers are given by the expressions: 

H \ = a i * i C i 

H2 = a 2 i b ,C 2 W 

Here H, a, k and C are the instrument response, sampling efficiency, instrument 
sensitivity and analyte concentration respectively. If isotopomer 1 is in ambient air 
only and isotopomer 2 in the standard only, the ambient air concentration is given 
by the expression 

H2 

We have assumed that the sampling efficiencies and the instrument 
responses are the same for the two isotopomers. For M S labeled isotopomers we 
found no differences in sampling efficiencies for standard and ambient 
isotopomers. For deuterated standards we observed no differences in sampling 
efficiencies or instrument sensitivities for the ambient and standard isotopomers, 
however, the retention time of DMS-c^ was less than the retention time of DMS by 
a few seconds. The retention time was shorter for DMS-ί^ than for DMS 
apparently because DMS forms stronger hydrogen bonds to the stationary phase 
than DMS-cV The retention time difference was observable because of the large 
number of equilibrium steps (theoretical plates) in the separation which is very 
sensitive to small differences in interaction with the stationary phase. 
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25. BANDY ET AL. Key Sulfur-Containing Compounds 411 

Our studies confirm that the calculated ambient concentration is 
independent of the instrument sensitivity and the sampling efficiency as the above 
argument suggests. A slightly more complex equation presented in a subsequent 
section applies when isotopomers 1 and 2 are in both ambient air and the standard. 
As in the simple case the sampling efficiency and instrument sensitivity are absent 
from the final expression in this more complex case. 

An internal calibration is included in every sample. Since the internal 
standard is an isotopomer of the analyte it has the same chemistry as the analyte, 
at least within the measurement precision of the common GC/MS systems. 

Inclusion of the isotopically labeled internal standard eliminates the effect 
of the sample matrix on precision and accuracy. Estimates of sampling 
efficiencies and instrument calibrations using test atmospheres prepared in "zero 
grade" air ignore the matrix effect on calibration. This approach often fails in 
atmospheric sampling except for the most inert atmospheric constituents. 

Standard addition calibrations are a partial solution. In standard addition 
calibrations using nonisotopically labeled standards, instrument response is 
assumed to be proportional to analyte concentration over the entire dynamic range 
of the analyte. Furthermore, the proportionality coefficient is assumed to be 
constant. For reactive atmospheric species these conditions may not be met, 
especially at low analyte concentrations. 

Standard addition calibration using isotopically labeled standards 
circumvents all of these problems. Accurate calculations of the lower limit of 
detection and sensitivity for every sample and no need of a special calibration 
sequence that would decrease the sampling rate are also important advantages. 

The mass spectrometer, MS, is an extremely sensitive and specific detector. 
The lower limit of detection is about 4 femtomoles per second, which is at least 10 
times better than the flame photometric detector and very close to the lower limit 
of detection of the electron capture detector. 

High sensitivity and the collection of large samples make measurements 
possible even in high loss conditions. Analyte losses are typically less than a few 
percent for gas phase sulfur dioxide, S0 2 , carbonyl sulfide, OCS, and carbon 
disulfide, CS 2 . Because of oxidation in the trap, losses are higher and more 
variable for gas phase dimethyl sulfide, DMS, dimethyl sulfoxide, DMSO, and 
dimethyl sulfone, D M S 0 2 . Oxidant scrubbers installed in the manifold just after 
the air driers and before the cryogenic trap reduce these losses to manageable 
levels. Variable trapping and conversion efficiencies exist in the determinations of 
aqueous DMS, DMSO and D M S 0 2 . The isotopically labeled internal standard, 
however, makes the GC/MS/ELS immune to these types of the potential errors. 

Because the standard concentration in the manifold is maintained at about 
500 pptv, the manifold always contains a high concentration of analyte. To 
illustrate the advantage, consider a manifold that will remove 10 pptv. If no 
internal standard is present and the ambient concentration is 20 pptv, the 
instrument will yield a result of 10 pptv. If 500 pptv of isotopically labeled 
standard analyte is present in the manifold the total manifold concentration will be 
520 pptv. As in the previous example 10 pptv will be removed by the manifold 
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412 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

and the instrument will yield 510 pptv. However, the standard and ambient air 
analyte will be lost in the same proportion, therefore, the instrument will yield 
(510/520)*20 = 19.6 pptv for ambient air representing only a 2 percent error. This 
result should be compared to the 100 percent error that results if the manifold 
contains no standard analyte. 

High concentrations of analyte in the manifold also decrease the manifold 
equilibration time. Adsorptive sites can cause long equilibration times, especially 
at low concentrations where an appreciable portion of the analyte is adsorbed in 
passing through the measurement system. For Teflon manifolds connected with 
machined stainless steel fittings, there are relatively small numbers of these sites. 
In the GC/MS/ILS manifold such sites are occupied primarily by isotopically 
labeled analytes, which are typically in large excess in the manifold. Therefore, 
fluctuations in the ambient air concentration are small fractions of the total 
concentration in the manifold and are transmitted more quickly and efficiently and 
with less distortion and delay through the manifold. 

Data Reduction Algorithm 

The ion intensities for m/z of the molecular ion from the naturally abundant 
compound and for m/z of the molecular ion from the isotopically enriched standard 
of the same compound are monitored. These ion intensities are used to determine 
the concentration of the compound in ambient air. For the typical operating case 
where the mass filter is tuned to pass only the ion of interest, the general expres
sion for the signal intensity of this ion, /, is (2-3) 

h ' c . ^ V i i + C * Z W * («> 

The terms C, and C 8 are the ambient and internal standard analytical 
concentrations, respectively. The Κ terms are the fractional abundances of the 
various isotopomers of the analyte. They are calculated from a knowledge of the 
isotopic abundances of the analyte in ambient air and the standard. The Ρμ terms 
are the fragmentation factors for the parent molecules present in ambient air which 
can contribute to the intensity at m/z,. The F^ terms are the fragmentation factors 
for the parent molecules in the isotopically labeled standard gas added to the 
ambient sample. These terms are determined from mass spectrometric studies of 
the fragmentation of the analyte under the ionization conditions used in the 
analysis. Algorithms for S 0 2 (4)y DMS (3), OCS (5) and CS 2 (2) have been 
developed. Procedures for modifying the algorithm for small changes in ionization 
conditions are described in these references. 

For DMS (3) and CS 2 (2) the standard isotopomers monitored, DMS-c^ and 
CMS2, are not present in the ambient air and the ambient isotopomers monitored, 
DMS and C 3 2 S 2 , not present in the standard at measurable levels. Consequently, 
the atmospheric and the standard concentrations are proportional, making 
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25. BANDY ET AL. Key Sulfur-Containing Compounds 413 

calibrations and calculations simple. Because the 3 2S content of our older OCS 
and S 0 2 standards was a few percent, typically 4.5%, the calibration curve had an 
intercept because the ambient and standard isotopomers are present in both the 
standard and ambient air. Recently OCS and S 0 2 standards were prepared with 
sulfur containing less than 0.01% 3 2 S. These standards make the ratio of ambient 
and standard concentrations for OCS and S 0 2 strictly proportional to R at R-values 
below 0.2. This greatly improves the precision of the measurement of these 
species at low concentration. 

Atmospheric Measurements 

The concentrations of sulfur gases in a relatively unpolluted atmosphere are 
below 1 part per billion by volume (ppbv). Carbonyl sulfide, OCS, is the most 
abundant species, having an average concentration of about 500 pptv (6). Because 
the OCS atmospheric lifetime is more than one year, its fluctuations are small. 
The analytical challenge, therefore, is to determine the small variations in its 
concentration with high precision. Short term fluctuations are less than 5% except 
in polluted air masses. The precision afforded by GC/MS/ELS makes such 
measurements possible. 

Sulfur dioxide and dimethyl sulfide are present in the unpolluted 
atmosphere at concentrations below 50 to 200 pptv. In many areas both species 
are present below 20 pptv. The lower limit of detection must be about 1 pptv for 
determining these species. 

Because the atmospheric lifetimes of DMS and S 0 2 are short, hours to a 
few days, significant and informative fluctuations occur on time scales of a few 
minutes. To capture this information sampling times must be comparably short. 

Carbon disulfide is present in the background atmosphere at 0.2 to 10 pptv. 
Its low concentration and short lifetime require a lower limit of detection below 
0.2 pptv and sampling times and frequencies of a few minutes or less. Because 
CS 2 is ubiquitous in nonpristine atmospheres, contamination is a common problem. 
Otherwise its unreactivity makes sampling simple. 

Sampling System. Because of the generally high reactivity of some of the 
atmospheric sulfur gases and their low concentration, special attention is needed to 
reduce sampling losses and contamination. The manifold developed for collecting 
and analyzing samples is shown in Figure 1. We use this manifold for collecting 
and analyzing air samples in real time and for collecting grab samples. These grab 
samples are refrigerated with liquid nitrogen and returned to the laboratory for 
analysis. 

The main manifold, constructed from perfluorinated ethylene-propylene 
Teflon tubing, transports ambient air into the aircraft or laboratory and then to a 
pump located near the instrument. The pump is constructed from stainless steel 
and Teflon and is a bellows type (Metal Bellows Corp.). Operating the manifold 
after the pump at about 10 psi reduces contamination from leaks of ambient air 
into the manifold. The manifold air flow rate, maintained at about 15 L min*1, is 
monitored by a mass flow meter. The manifold air is exhausted through a needle 
valve, which is used to control the manifold pressure. 
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414 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

The main manifold flow is sampled by a secondary Teflon manifold at a 
flow rate of 200 to 1200 mL min*1. This air is dried by a Nation dryer and passed 
though an unpacked Teflon trap cooled by liquid argon. The trap removes the 
sulfur gases from the air stream. A mass flow meter is used to monitor the trap 
flow rate from which the total volume of air sampled is computed. 

Air passing through the mass flow meter and trap pump is returned to the 
main manifold through tubing coaxial with the Nafion dryer. Because much of the 
water has been removed by the cryogenic trap and the pressure is lower because of 
the pressure drop across the sampling valves, the water mixing ratio in this air is 
much lower that the incoming ambient air. This difference in mixing ratio 
provides the driving force for drying the incoming air stream in the Nafion drier. 
Pretraps to remove ozone and other oxidants are required for the determination of 
DMS, DMSO and DMS0 2 . 

Normally the trap contents are volatilized by hot water and analyzed by a 
GC/MS attached directly to the sampling system. In the grab sampling mode the 
trap is removed, stored under liquid nitrogen and returned to the laboratory where 
the contents also are volatilized using hot water and analyzed by GC/MS. During 
storage the grab samples are maintained at liquid nitrogen temperatures. 

Calibrations are carried out by standard addition of the isotopically labeled 
analyte to ambient air at a point very near the inlet of the manifold using another 
Teflon manifold. Thus, losses in the main manifold or instrument affect the 
standard and ambient analyte proportionately, thereby having no affect on the 
accuracy of the method unless they are so large that the detection limit is ap
proached. Since the MS can separately and simultaneously monitor the labeled 
(standard) and unlabeled (atmospheric) analyte, a standard addition calibration is 
included in every sample, thereby eliminating the need for a separate calibration 
sequence. Using this approach, very precise determinations of the analyte can be 
made. 

When sampling speed is not critical the pump can be placed after the point 
where the manifold is sampled to reduce the risk that the analyte would be 
removed in the pump and the risk that nonambient analyte may enter the manifold 
through leaks in the pump. Well maintained pumps do not have these problems, 
but pump maintenance in the field can be a serious and sometimes unnecessary 
burden. Usually we pressurize the manifold when aircraft platforms are used to 
maintain manifold and trap flow rates while at high altitude. 

Mass chromatograms for S 0 2 are shown in Figure 2 for a sample obtained 
south of Barbados in September, 1989. The peak height ratio was 0.064 and the 
standard concentration was 1576 pptv. Using an algorithm based on the 
distribution of isotopomers in the sample and standard 

C(ambient SO,) = ( 0 , 9 1 8 J ? " 0 Ό 4 2 ) Cistandard S02) = 2%pptv (5) 
2 (0.9457 - 0.0435R) 2 

Measurements of DMSO and D M S 0 2 . These species are of interest in the 
atmosphere because they are formed in one channel of the oxidation of DMS that 
does not lead directly to S 0 2 (7). Sampling of these species is complicated by the 
conversion of DMS to DMSO and DMSO to D M S 0 2 in the trapping phase. We 
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Figure 1. Pressurized manifold system for sampling ambient sulfur gases. 
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Figure 2. Chromatogram of ambient S 0 2 with ^SC^ added. 
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416 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

are developing the following GC/MS/ILS scheme for accounting for these 
conversions as well as losses of these species during sampling and analysis. 

We use the manifold system shown in Figure 1. A standard containing 
known amounts of c^-DMSO, clj-DMSOj and (CD 3) 2

3 4S is added to the manifold at 
its entrance. DMS, DMSO and D M S 0 2 are trapped and brought to the gas 
chromatograph/mass spectrometer for analysis. The DMS is cryogenically trapped, 
whereas the DMSO and D M S 0 2 are trapped on solid adsorbents. 

The molecular ions monitored are mlz 62, and 70 for DMS, mlz 78, and 84 
for DMSO and mlz 94, and 97 for D M S 0 2 . Conversion of DMS to DMSO and 
D M S 0 2 can be accounted for using the peak areas for each of the isotopomers. 
Mass balance among the isotopomers is shown schematically in Figure 3. 

The experimentally determined parameters are the peak areas S 6 2, S 7 0, S 7 8, 
Sg4, S*, and Syj. The standard concentrations, [DM^S-dJ, [DMSO-dJ and 
[DMS0 2 -cy, are known. Mass balance considerations lead to the following 
relationships for unambiguously determining the concentrations of ambient DMS, 
DMSO and D M S 0 2 : 

[DMS]^ = A ) Λ ) [DMS]S (6) 
*70 an 

[DMSO]^ = [ A ) - A) <|*)] A[DMSO]s (7) 
Λ 84 Ά 84 Ά 7 0 an 

[DMSO^ = A) - A ) A)] A [DMS02]s (8) 
Λ 9 7 Λ 9 7 Λ 84 O M 

where 

S62 = yDMS d ' W PDMS <C WMS]^ 

**> « yom PDKS «*TO VMS], <10> 

sn - yDMSO V-*DMSO) (PCJCO WMSO]^ * bDil5 a% [DMS]^ 

(11) 

- W W PDMSO « M V>MSO]S (12) 

(9) 

586 = y DMSO Δ DMS $DMS Β 7 0 lDMS]t ( 1 - 8 β Α β 0 ) 
(13) 
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25. BANDY ET A L Key Sulfur-Containing Compounds 417 

Manifold Trap 

Ambient DN?2S — * DM*2S(62) 

Standard DM 3 4S-d 6 • DM*4S-de(70) 

32 Ambient DM SO » / DM SO (78) 

Standard DM 3 SO-d 6 — • / DM32SO-de(84) — • DM 3 S0 2 -d 6 ( 100) 

1 DM^SO-d e(86) — * DM 3SO 2-d 6(102) 

Ambient DM 3 2 S0 2 • DM"S0 2 (94) .32̂  

32„ Standard D M 3 2 S O „ < • D M S0 2-d 3(97) 
2 3 

Figure 3. Calibration using isotopically labeled variants of DMS, DMSO, and 
D M S 0 2 . 
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418 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

* W = yDMSO^DMSO^Z^^air + YDMSO* DMScf»DMSO^DMSO\cir + 

s ioo = YDA/SOJ *>DMSO PDMSO A 8 4 [DMSO]s 

(16) 

Here &{ is the conversion efficiency of the ith species from a reduced 
species prior to the ith species in the oxidation sequence, ft is the trapping 
efficiency of the ith species, ^ is the overall analytical efficiency excluding 
trapping efficiency, ocs

m is the fraction of the analyte molecules in the standard 
having mass m, and a a i r

m is the fraction of the analyte molecules in the air having 
mass m. 

Ocean Measurements 

Dimethyl sulfide, dimethyl sulfoxide, and dimethyl sulfoniopropionate, 
DMSP, are the sulfur containing ocean species of greatest interest in atmospheric 
chemistry (8). DMS has been measured by many investigators using a purge and 
trap gas chromatographic method with flame photometric detection (8-12). DMSP 
is determined by converting DMSP to DMS by adding base (11). DMSO is 
determined by converting DMSP to DMS and then purging the DMS from the 
solution. The DMSO then is reduced to DMS by sodium borohydride (13). The 
DMS produced in the DMSP and DMSO analysis is analyzed by the purge and 
trap method. We use isotopic dilution methods to improve the analysis for these 
species and to investigate potential interferences. 

Dimethyl Sulfide. The precision of this purge and trap technique for DMS 
without isotopically labeled internal standard is estimated to be 3-10%, which is 
adequate for most purposes. The isotopic dilution method we developed (14) 
improves the precision to better than 1%. This improved precision includes 
corrections for problems in the purge and trap method not previously recognized. 

Standards of DMS prepared in ethylene glycol were found by GC/MS/BLS 
to be in error by as much as 20%. Plots of the ratio of the signals for solutions 
containing DMS and DMS-dô as a function of the ratio of the concentrations 
should have a slope of 1.00 (14). The slope of calibration curves using 
gravimetric standards was 0.87 representing a 13% error. Employing a titrimetric 
technique with potentiometric end point detection for determining DMS, the 
gravimetrically prepared standards were shown to be too low. Using the 
concentrations obtained titrimetrically the slope of the GC/MS/ILS calibration 
curve was 0.99 in statistical agreement with theory. Further investigation revealed 
that errors in the DMS standards prepared gravimetrically was caused by 
volatilization from the ethylene glycol. 
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25. BANDY ET AL. Key Sulfur-Containing Compounds 419 

Using isotopic dilution techniques we investigated how much DMS is 
generated from DMSP during sampling. The DMS-d 6 standard was added to the 
sample when the sample was collected. In repetitive purge and trap analyses, the 
ratio of DMS and DMS-c^ should remain constant unless the concentration of one 
of these species changes. 

The constancy of the ratio during extraction is demonstrated in Figure 4 for 
the extraction of DMS and DMS-d 6 from distilled water. The ratio of the signals 
for DMS and DMS-c^ is plotted as a function of purge volume. Notably the ratio 
does not vary with purge volume, indicating that as the concentrations of two 
species change during extraction, they remain in the same proportion. 

A plot of the calculated concentration ratio for an ocean sample is plotted 
as a function of extraction volume in Figure 5. For this sample the ratio increases 
markedly with extraction volume. Formation of DMS during extraction is the 
likely cause. The correct ratio can be obtained by extrapolation to zero extraction 
volume. The ratio at zero extraction volume is the ratio for the unperturbed 
sample. 

The increases in ratio for this analysis began at low extraction volumes. 
Large overestimates of aqueous DMS content are likely if the DMS is exhaustively 
extracted, as it is for purge and trap methods not using isotopic dilution. 

Dimethyl Sufoniopropionate. Measurements of DMSP are greatly enhanced by 
isotopic dilution. DMSP-c^ is added to the sample as an internal standard. DMS 
in the sample is purged and base added to convert the DMSP to DMS. The 
DMSP-c^ converts with the same efficiency as DMSP so isotopic dilution methods 
do not require that all the DMSP be converted. In most cases small efficiencies 
are consistent with milder extraction conditions, primarily as the result of lower 
flow rates and total volume of the extraction fluid used in the extraction. 

Dimethyl Sulfoxide. Isotopic dilution methods have provided the few reliable 
data available for this species in rain, cloud and ocean (15). Presently there are no 
reliable direct methods. Attempts to reduce DMSO to DMS were not encouraging 
because of variable conversion efficiency. 

Isotopic dilution methods easily circumvent this problem. Using DMSO-ds 
as an internal standard, variable conversion efficiencies have little influence on 
precision or accuracy. The first step in this analysis is to add DMSO-c^ standard 
to the sample. Following the addition of base to convert the DMSP to DMS, the 
DMS is exhaustively purged. The DMS can be completely removed because no 
DMSP is present to be converted to DMS by the purging process. After removal 
of the DMSP, the solution is acidified and the DMSO (including the isotopically 
labeled standard) is reduced to DMS by sodium borohydride. The DMS and 
DMS-ds are determined by purge and trap GC/MS. 

The lower limit of detection of this method is about 1 picomole. For one 
liter samples the lower limit of detection is 1 picomole per liter. This is adequate 
for sea water samples where the concentration is a few nanomoles per liter. Rain 
water samples are generally limited to about 20 ml thus the lower limit of 
detection is about 50 picomoles per liter. However, DMSO is typically a few 
nanomoles per liter so this lower limit of detection is also adequate for this 
measurement. 
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Figure 4. A plot of the ratio of the ambient and standard DMS concentration 
ratio as a function of purge volume for distilled water. 
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Figure 5. A plot of the ratio of the ambient and standard DMS concentration 
ratio as a function of purge volume for an ocean water sample. 
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25. BANDY ET AL. Key Sulfur-Containing Compounds All 

Real Time Isotopic Distribution Measurements 

GC/MS/ILS has the sensitivity and precision to make isotope ratio 
measurements on individual sulfur species on a time scale of a few minutes. 
These isotope ratio measurements can be useful in studying the relative importance 
of sources. For example, such measurements might provide information on how 
much of the S 0 2 in the background atmosphere comes from transport from 
anthropogenic sources compared to that produced by the oxidation of DMS. This 
may be possible because the isotopic composition of anthropogenic S 0 2 is different 
than S 0 2 produced from the oxidation of oceanically derived DMS (16). 

Ratio measurements are presently carried out by trapping the sulfur gas by 
some means and then converting it to either S0 2 , sulfur hexafluoride, SF 6, or some 
other relatively inert sulfur species. The sulfur isotope ratio work is carried out on 
the inert species. Because speciation is normally very crude the isotope ratio's 
reported to date relate to one compound only when that compound is the 
predominate species present during sampling. GC/MS would provide isotope ratio 
data on specific molecules with high temporal resolution. Typically we would not 
use the internal standard for these studies. Because of the high separation power 
of the gas chromatograph, the degree of speciation is very high. The mass 
spectrometer adds to the degree of speciation and provides the very high sensitivity 
required. 

Although our studies indicate that isotope ratio measurements are possible 
in real time we have not made actual measurements in the field. Note that GC/MS 
provides isotopomer ratio measurements not the conventional isotope ratio for an 
element such as sulfur. Therefore, fluctuations in the distributions of carbon, 
hydrogen and oxygen may be significant problems. 

To illustrate the application of isotopomer distrubution data we use the 
standard definition of the del-value for ^S: 

32SJ a '. χ 1000 
f 

\ 
» s j s 

This equation applies only for elemental sulfur and not for the isotopomer 
distribution but the idea is similar. The 8*S for ocean sulfate is 2Q%o and varies 
little. 8"S for coal is 24 to -30 %o whereas in petroleum it is in the range -8 to 32 
%o. Although Ô^S varies a lot for coal and petroleum on the average, it varies 
over a much smaller range for a specific source for the coal or petroleum. Hence 
information concerning the specific source of the coal or petroleum may exist in 
the &*S data. It is this type of problem in atmospheric studies that GC/MS/ELS 
may be applied to in the future. 
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422 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Summary 

The use of isotopic dilution methods has improved the precision of 
measurements of atmospheric DMS, OCS and CS 2 and aqueous DMS and DMSP. 
We expect the same level of improvement for the determination of atmospheric, 
DMSO and D M S 0 2 . It has made possible the measurement of atmospheric S 0 2 at 
low pptv levels, and aqueous phase DMSO. Many other applications of this 
approach remain in atmospheric and oceanic science. Real time isotope ratio ratio 
measurements for individual sulfur containing molecules may be a very important 
future application of GC/MS/ILS. 
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State University of New York at Buffalo, 335 
United Technologies Research Center, 225 
Universitat Gottingen, 138 
Universitat Wurzburg, 310 
Universitât Zurich, 310 
Université Louis Pasteur, 310 
University of British Columbia, 111 
University of California—Davis, 297 
University of California—Santa Barbara, 225 
University of Copenhagen, 167 
University of Minnesota, 16,155 
University of Notre Dame, 210 
University of Utah, 194 

Subject Index 

A 

Acetonitrile, reactions with OH and OD, 
101-104/ 

Acetonitrile-water cluster ions, isotope 
exchange reactions, 259f 

Addition reactions in combustion 
isotope effects, 48-62 
representative reaction, 48 

Alkyl radical reactions with HBr and DBr, 
mechanism studies using deuterium 
substitution, 103,105-107 

Ammonia clusters, isotope fractionation, 
249-255 

Ammonia-water cluster ions, isotope 
exchange reactions, 256-258/ 

Applications, mass-independent isotope 
fractionations, 151-153 

Atmospheric measurements, sulfur-containing 
compounds, 413-418 

Atomic ions, isotope effects in reactions 
with Hj, D 2 , and HD, 194-208 

Β 

Bimolecular reactions, nonequilibrium 
isotope effects, 7-9 

Branching among competing channels for 
reactions, isotope effects, 3 

C 

Carbon disulfide 
electron affinity, 183 
electron attachment rate constants, 183 
Rydberg electron transfer, 183-184 

CD3SD, reactions with CI, 99-101 
Centrifugal dominant small-curvature 

semiclassical adiabatic ground-state 
approximation, development, 21 

C 2H + C ^ -> C ^ + H, isotope effects on 
rate constants, 83,85i 

CH + H 2 

isotope effects on rate constants, 58-62 
reaction path, 52,53/ 
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426 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Affiliation Index 

Academy of Science of Belorussia, 310 
Argonne National Laboratory, 48,80 
Augsburg College, 155 
Ben Gurion University 

of the Negev (Israel), 66 
California Institute of Technology, 369 
Columbia University, 66 
Drexel University, 409 
Duke University, 358 
Emory University, 37 
Georgia Institute of Technology, 94 
National Aeronautics and Space 

Administration, 1 
National Center for Atmospheric 

Research, 390 
Northeastern University, 297 
Northwestern University, 37 

Oak Ridge National Laboratory, 181 
Phillips Laboratory, 225 
Purdue University, 246 
Rutgers University, 279 
State University of New York at Buffalo, 335 
United Technologies Research Center, 225 
Universitat Gottingen, 138 
Universitat Wurzburg, 310 
Universitât Zurich, 310 
Université Louis Pasteur, 310 
University of British Columbia, 111 
University of California—Davis, 297 
University of California—Santa Barbara, 225 
University of Copenhagen, 167 
University of Minnesota, 16,155 
University of Notre Dame, 210 
University of Utah, 194 

Subject Index 

A 

Acetonitrile, reactions with OH and OD, 
101-104/ 

Acetonitrile-water cluster ions, isotope 
exchange reactions, 259f 

Addition reactions in combustion 
isotope effects, 48-62 
representative reaction, 48 

Alkyl radical reactions with HBr and DBr, 
mechanism studies using deuterium 
substitution, 103,105-107 

Ammonia clusters, isotope fractionation, 
249-255 

Ammonia-water cluster ions, isotope 
exchange reactions, 256-258/ 

Applications, mass-independent isotope 
fractionations, 151-153 

Atmospheric measurements, sulfur-containing 
compounds, 413-418 

Atomic ions, isotope effects in reactions 
with Hj, D 2 , and HD, 194-208 

Β 

Bimolecular reactions, nonequilibrium 
isotope effects, 7-9 

Branching among competing channels for 
reactions, isotope effects, 3 

C 

Carbon disulfide 
electron affinity, 183 
electron attachment rate constants, 183 
Rydberg electron transfer, 183-184 

CD3SD, reactions with CI, 99-101 
Centrifugal dominant small-curvature 

semiclassical adiabatic ground-state 
approximation, development, 21 

C 2H + C ^ -> C ^ + H, isotope effects on 
rate constants, 83,85i 

CH + H 2 

isotope effects on rate constants, 58-62 
reaction path, 52,53/ 
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INDEX 427 

CH + H 2 «->CH,*<->CH 2 +H 
CH + Hj reaction path, 52,53/ 
CH} + H reaction path, 52,54-56 
dynamics calculation procedure, 56-57 
electronic structure calculation 

procedure, 49-50 
isotope effects on CH + Hj rate 

constants, 58-62 
kinetics, 58-62 
out-of-plane motion, characterization, 51 
properties of H^ , CH, CH 2 , and CH 3 , 

calculated and observed, 50,5If 
reaction enthalpies, calculated and 

observed, 50,5 If 
theoretical studies, 49 

CHj + H , reaction path, 52,54-56 
C H 4 + OH reaction, kinetic isotope 

effect, 402,404i,405 
C H J C D J , hydrogen isotope effects in 

photodissociation, 77-78 
C 6 H 5 C H 2 D , hydrogen isotope effects in 

photodissociation, 78 
CHO^, hydrogen isotope effects in 

photodissociation, 76-77 
r-CHDCHD, hydrogen isotope effects in 

photodissociation, 77-78 
Chemical kinetics research, applications, 94 
Chemical mass-independent fractionations, 

state of knowledge, 150-151 
Chemistry, dense interstellar 

clouds, 359^361 
(CH3OH)wCr(CO)6 van der Waals cluster 

selection for multiphoton ionization 
dynamics studies 

multiphoton ionization dynamics, 335-352 
multiphoton ionization of van der Waals 

clusters containing M(CO)6, 339-340 
photophysics of transition metal 

carbonyls, 337-338 
relaxation dynamics in metal carbonyls, 

spectroscopic probes, 338-339 
CH 3SH, reactions with CI, 99-101 
*C1" + CD3C1 -> CD3*C1 + Cl~ 
kinetic isotope effects and factors, 27,29i 
vibrational contributions to kinetic isotope 

effects vs. frequency ranges, 29,30f 
CI reactions with atmospheric reduced 

sulfur compounds, mechanism studies 
using deuterium substitution, 99-101 

*C1(D20)- + CH3C1 -> CH3*C1 + C1(D20)~ 
kinetic isotope effects and factors, 30,3 l i 
structures of reactants and transition 

state, 30,32/33 
Ouster ions, isotope exchange reactions, 

246-259 
Collision dynamics for set of reactants, 

behavior and properties of 
macroscopic ensemble, 336 

Collision of molecules, sequence of 
events, 335 

Combustion, isotope effects in addition 
reactions, 48-62 

Complex-forming bimolecular and 
termolecular reactions, nonequilibrium 
isotope effects, 7-9 

Conventional transition-state theory for 
kinetic isotope effects, 17-18 

CpiCO^ePHj and Cp(CO)2FePHD, 
selective isomerizations, 317,319-323 

Cyclic ozone, 167,168/ 

D 

D 2, isotope effects in reactions with 
atomic ions, 194-208 

D + D 2 0 -> OD + D 2 , isotope effects on rate 
constants, 85r,87 

D + —> HD + H, isotope effects on rate 
constants, 85i,89-91 

D-H branching in photodissociation, 
influencing factors, 11 

δ notation, definition, 139 
D + 0 2 -> OD + O, isotope effects on rate 

constants, 85r,86 
Data reduction algorithm, GC-MS-ILS, 

412-413 
DCO+, production, 363 
DCo(CO)4, vibrationally mediated 

dissociations, 328-330 
De-NOx process, 37 
Dense interstellar clouds 
chemistry, 359-361 
gas-phase processes, 359-360 
ion-molecule reactions, 359 
models of chemistry, 361 
water synthesis, 360 
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428 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Deuterium fractionation in interstellar 
space 

deuterium-containing molecules, 361 
gas-phase fractionation, 361-363 
models, 363-365 
star-formation regions, 365-366 

Deuterium in solar system 
chemical evolution, changes in rate, 

383,385 
D/H ratio, 370,371/ 
explanation, 381 
ice in solar nebula, 378,38Qf,381 

escape, efficiency, 382f-384/ 
fractionation mechanisms, 375-378 
fractionation processes, 385,386/ 
fractionation vs. temperature, 

378,38(̂ ,381 
hydrogen contents of terrestrial 

planets, 382r 
in giant planets, 372-373 
in interstellar molecular clouds, 374 
in small solar system bodies, 373-374 
in terrestrial planets, 370,372 
origin, 378,385,386/ 
questions, 385,387 
time of synthesis, 369 
use as chemical tracer for planetary 

atmospheric studies, 369 
Deuterium substitution, use for mechanism 

studies of gas-phase free radical 
reactions, 94-107 

DI, photoabsorption, 265,266/ 
Diatomic molecules, isotope effect, 264-269 
Diffusive separation, D-H fractionation 

mechanism in solar system, 375-376 
Dimethyl sulfide 
function, 95 
ocean measurements using GC-MS-ILS, 

418-42Qf 
reactions with N03,97-99 
reactions with OH, 95-99 

Dimethyl sulfone, atmospheric measurements 
using GC-MS-ILS, 414,416-^18 

Dimethyl sulfoniopropionate, ocean 
measurements using GC-MS-ILS, 419 

Dimethyl sulfoxide, atmospheric and ocean 
measurements using GC-MS-ILS, 
414,416-419 

Direct behavior, reactions of atomic ions 
with Hj, D 2 , and HD, 203-205 

Dissociative recombination, reaction, 360 
DN 2 

ground-state elastic transition probability, 
D + N 2 vs. total energy, 40,41/ 

lifetime, 38 
lifetime vs. total energy, semilog plot, 43,45/ 
potential energy surface vs. Jacobi 

coordinates, contours, 38-40f 
resonance energies, widths, and 

lifetimes, 43,44f 
scattering calculations, 39-40 
stabilization calculations, 40 
stabilization plot of energy vs. 

nonlinear parameter a, 43,46/ 
state-to-state transition probabilities, 

D + N 2 vs. total energy, 40,42/43 
stationary point properties, 38,39f 

DONO, state-selected dissociation, 279-295 
D2S, reactions with Cl, 99-101 
Dynamic calculations of addition reactions, 

procedure, 49-50 

Edge effect, description, 264 
Electronic states of ozone, energy 

determination, 163-165* 
Electronic structure calculations of 

addition reactions, procedure, 49-50 
Equilibrium isotope effects 
applications, 4-5 
occurrence, 2 
representation, 4 

Exchange reactions, hydrogen isotope 
effects, 66-74 

Excited electronic states, structure and 
dynamics studies using resonance Raman 
spectroscopy, 298 

F + HD, isotopic competition, 72-74 
Factorization, kinetic isotope effect, 22 
Flash photolysis shock tube technique 
activation energy vs. barrier height on 

potential energy surface, 80 
development and applications, 80 
high-temperature isotope effect studies 
apparatus, schematic diagram, 81,82/ 
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INDEX 429 

Flash photolysis shock tube technique— 
Continued 

C 2 D + C 2 D 2 -> C 4 D 2 + D, 83,85f 
C 2 H + + H, 82,85f 
D + D 2 0->OD + D 2 , 85f-87 
D + H ^ H D + H, 85f,89-91 
D + 0 2 ->OD + 0, 85i,86 
experimental procedure, 81,83 
H + D 2 ->HD + D, 85f,89-91 
Η + Η,Ο- ίΟΗ + Η , ^ * - ^ 
H + 0 2 -> OH + 0,85f,86 
Ο + C 2 D 2 -> products, 83,85f,86 
Ο + CjHj -* products, 83,85f,86 
Ο + D 2 -» OD + D, 85r,87-90f 
Ο + 1^ -> OH + H, 85f,87-9Qf 
rate constant expressions for reactions 

studied, 83,85/ 
raw data and derived first-order plot, 83,84/ 

isotope effect, calculation, 81 
Free electron model, description, 182-183 
Free radical reactions, gas phase, 

mechanism studies using deuterium 
substitution, 94-107 

Gas chromatography-mass spectrometry 
using isotopically labeled internal 
standards (GC-MS-ILS) for determination 
of sulfur-containing compounds 

advantages, 410-412 
data reduction algorithm, 412-413 
dimethyl sulfide ocean measurement, 

418-42Qf 
dimethyl sulfone atmospheric 

measurements, 414,416-418 
dimethyl sulfoniopropionate ocean 

measurement, 419 
dimethyl sulfoxide atmospheric 

measurements, 414,416-418 
dimethyl sulfoxide ocean 

measurement, 419 
high manifold analyte concentration due 

to labeled standard, 411-412 
high sensitivity and low detectable 

limits, 411 
insensitivity to changes in GC-MS 

sensitivity, 410 
insensitivity to sampling losses, 410 

Gas chromatography-mass spectrometry 
using isotopically labeled internal 
standards (GC-MS-ILS) for determination 
of sulfur-containing compounds— 
Continued 

isotopically labeled standard trapped 
with each sample, 410-411 

linear dynamic range, 411 
real-time isotopic distribution 

measurements, 421 
sampling system in atmospheric 

measurements, 413-414,415/ 
species present in atmosphere, 413 
species present in ocean, 418 

Gas-phase chemical reactions, isotope 
effects, 1-10 

Gas-phase deuterium fractionation in 
interstellar space 

DCO+production, 363 
D/H abundance ratio, 363 
equilibrium constant, 362 
ions exchanging rapidly and exothermically 

with HD, 362-363 
models, 363-365 
occurrence in star-formation regions, 

365-366 
potential energy surface for exothermic 

ion-molecule reactions, 362/ 
reaction, 361 

Gas-phase free radical reactions, 
mechanism studies using deuterium 
substitution, 94-107 

Gas-phase protonated cluster ions, isotope 
exchange reactions, 246-259 

Giant planets, observations of deuterium, 
372-373 

Η 

isotope effects in reactions with 
atomic ions, 194-208 

H + C D 3 H - ^ H 2 + CD 3 

experimental vs. theoretical kinetic 
isotope effects, 27,28/ 

kinetic isotope effects and factors, 
22,23* 

model testing, 24,27 
potential energy vs. zero point energy, 

23,25/ 
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430 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

H + CD 3H -> Hj + CD3—Continued 
reaction path parameters, 23,24* 
reliability of kinetic isotope effect results, 27 
vibrational modes, contributions to 

predicted kinetic effects, 23,24,26/ 
H + D 2 , hydrogen isotope effects, 67,68/ 
H + D2—» HD + D, isotope effects on rate 

constants, 85*,89-91 
H + DCCD and C 2 D 4 , hydrogen isotope 

effects, 67 
H + Hfi -> OH + H 2 , isotope effects on rate 

constants, 85*,87 
H + MD 4 , hydrogen isotope effects, 67,69-72 
H + MHD 3 , hydrogen isotope effects, 

67,69-72 
H + 0 2 -» OH + O, isotope effects on rate 

constants, 85*,86 
HBr and DBr, reactions with alkyl 

radicals, 103,105-107 
HCCD, hydrogen isotope effects in 

photodissociation, 76 
HCo(CO)4, vibrationally mediated 

dissociations, 328-330 
HD, isotope effects in reactions with 

atomic ions, 194-208 
HDCO, hydrogen isotope effects in 

photodissociation, 76 
HDO, hydrogen isotope effects in 

photodissociation, 75-76 
Heavy ozone, isotope enrichment, 156-165 
HI 
branching ratio and total absorption vs. 

vibrational state, 265,267-269 
photoabsorption, 265,266/ 

High temperatures, isotope effect studies 
by flash photolysis shock tube, 80-91 

HN 2 

ground-state elastic transitions, 
probability for H + N 2 vs. total 
energy, 40,41/ 

lifetime studies, 38 
lifetime vs. total energy, semilog plot, 43,45/ 
potential surface, 38,39*,41/ 
resonance energies, widths, and 

lifetimes, 43,44* 
role in thermal De-NOx process, 37 
scattering calculations, 39-40 
stabilization calculations, 40 
stabilization plot of energy vs. 

nonlinear parameter a, 43,45/46 

HN2—Continued 
state-to-state transition probabilities 

for H + N 2 vs. total energy, 
40,42/43 

stationary point properties, 38,39* 
vibrational-state studies, 38 

HONO, state-selected dissociation, 279-295 
HjS, reactions with CI, 99-101 
Hydrogen, isotopes, 112 
Hydrogen isotope effects 
exchange reactions and attack of neutral 

atoms on HD 
experimental procedure, 66-67 
H + D 2, 67,68/ 
H + DCCD and C 2D 4,67 
H + MD 4 and H + MHD 3 , 67-72 
isotopic competition in F + HD, 72-74 

information obtained from studies, 111 
photodissociations 

CI^CDj, 77 
C^HjCH^D, 78 
CH D w 76-77 
r-CHDCHD, 77-78 
HCCD, 76 
HD2CO, 76 
HDO, 75-76 
H/D ratios, 74,75* 
influencing factors, 74 
potential surface vs. isotope effects, 78 

Impulsive behavior, reactions of atomic 
ions with Hj, D 2, and HD, 205-207 

In situ mass spectrometer measurements, 
procedure, 157,158/ 

Intensity of rotational line, definition, 285 
Intermolecular isotope effects, reactions 

of atomic ions with H 2 , D 2, and HD, 
195-196 

Interstellar clouds 
composition, 359 
density and size, 358 
observations of deuterium, 374 
stellar elemental abundance, 359 

Interstellar molecules, deuterium 
fractionation, 361-365 

Interstellar space, deuterium 
fractionation, 358-366 
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INDEX 431 

Intracluster energy transfer, 
(CH3OH)(iCr(CO)6 van der Waals 
clusters, 352 

Intramolecular isotope effects, reaction 
of atomic ions with Hj, D 2, and HD, 
196-198 

Ion chemistry, D-H fractionation mechanism 
in solar system, 377-378 

Isotope(s), temperature, kinetic energy, and 
rotational energy effects, 226-243 

Isotope dependence, methyl radical Rydberg 
3 s predissociation dynamics, 297-308 

Isotope-dependent rate constants for CS2" 
formation using Rydberg atoms 

bending vibration role in electron 
capture process, 189 

electron affinity of CS2,183 
experimental procedure, 184-185 
isotope ratio vs. effective principal 

quantum number, 188/,189 
negative ion intensity ratio vs. delay 

times, 186-188 
negative ion intensity ratio vs. effective 

principal quantum number, 186/ 
negative ion mass spectra, 185/186 
Rydberg electron transfer, 182/-184 
symmetry constraints on isotope effects, 

189-191 
Isotope dilution methods, applications, 409 
Isotope effects 
addition reactions in combustion, 48-62 
branching effects, 3 
dependence on mass, 138-139 
equilibrium, See Equilibrium isotope effects 
intracluster energy transfer, multiphoton 

ionization dynamics within van der 
Waals clusters, 335-352 

isotopic composition of natural systems, 1 
nature of chemical reactions, 1 
nonequilibrium, See Nonequilibrium 

isotope effects 
non-mass-dependent effects in 0 / 

formation, 210-222 
photodissociation of small molecules, 3 
potential surface effect, 78 
types, 2 

Isotope effects in reactions of atomic 
ions with Hj, D 2, and HD 

endothermic reactions 
direct behavior, 203,204/ 

Isotope effects in reactions of atomic 
ions with Hj, D 2 , and HD—Continued 
endothermic reactions—Continued 
impulse behavior, 205-207 
mixed behavior, 207,208/ 
orbital angular momentum conservation, 

203,205 
exothermic reactions 
intermolecular isotope effects, 195-196 
intramolecular isotope effects, 196-198 
orbital angular momentum conservation, 

196,198 
experimental procedure, 195 
rotational energy effect, 198 
statistical behavior 
high energies, 202-203 
low energies, 199,201/202/ 

translational energy effect, 196,197/ 
zero-point energy effects for endothermic 

reactions, 198-20QT 
Isotope enhancement, definition, 157 
Isotope enrichment 
heavy ozone history, 156-157 
laboratory ozone isotope measurements, 

159-162/ 
pathways to symmetry-selective isotope 

effects, 160,162/ 
relevant electronic states, 163-165/ 
stratospheric ozone isotope 

measurements, 157-159/ 
mode specificity, 264 
photochemical reactions 
calculated absorption spectrum and 

isotopic ratio for HOD, 272,274-276/ 
diagonal channesl potentials and 

vibrational wave functions, 275-277 
diatomic molecules, 264-269 
photofragmentation maps of polyatomic 

molecules, 269-272 
vibrational excitation effect on HOD 

systems, 272 
Isotope-exchange reactions within 

gas-phase protonated cluster ions 
acetonitrile-water cluster ion reactions, 259/ 
ammonia cluster formation, 249-250 
collision-induced dissociation 
partially deuterated ammonia clusters, 

252-255 
partially deuterated water clusters, 

249-251/ 
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432 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Isotope-exchange reactions within gas-phase 
protonated cluster ions—Continued 

collision-induced dissociation—Continued 
singly deuterated methanol clusters, 256 

displacement reaction for methanol 
clusters, 255 

experimental procedure, 247 
isotope fractionation with water 

clusters, 248-251/ 
isotopomer structures of dideuterated 

water cluster, 248,25(y 
water-ammonia cluster ion reactions, 

256-258/ 
water cluster formation, 247-248 
water cluster structures, 248,25(y 

Isotope fractionation 
ammonia clusters, 249-255 
methanol clusters, 255-256 
water clusters, 247-251 

Isotope ratio of vapor, definition, 376 
Isotope-specific photodissociation 
commercial applications, 12 
isotope effects on branching ratios, 10-11 
reagent excitation effect, 11 

Isotope study of ozone formation 
mechanism 

calibration procedure, 172,174,177-179 
energy transfer mechanism, 176 
exchange process, temperature 

dependence, 176 
exchange reaction, 168-169 
experimental procedure, 176-177 
isotopomer ratio(s), 168 
dependence on experimental conditions, 

169-171/ 
simulation of time development, 171-173/ 

isotopomers of ozone, abundances and 
enhancements, 174r,175 

mechanism deteimination, 171-173/ 
molecular dioxygens, simulation of time 

development, 170,171/ 
possible pathways, 167,168/ 
radical complex mechanism, 176 
temperature dependence, 175-176 

Isotope substitution, photodissociation 
process effect, 10-12 

Isotopomer(s), strategies for laser-stimulated 
selective reactions and synthesis, 310-331 

Isotopomer-selective photodissociations, 
322,324/325 

Isotopomer-selective unimolecular 
processes, 312-323 

Jeans escape, D-H fractionation mechanism 
in solar system, 375 

Jeans formula, equation, 375 

Κ 

Kinetic energy, effects on reactions 
involving isotopes, 226-243 

Kinetic isotope effect(s) 
*o-+CD3CI -» CD 3*Q + a - , 27,29̂ -30* 
*a(D2o)-+CH3C1 -> CH3*CI + a(D2o)-, 

30-33 
conventional transition-theory 

state, 17-18 
factorization, 22 
gas-phase muonium reactions, 111-133 
generalized transition-state theory, 17 
Η + CD3H - ^ H 2 + CD3,22-28 
high-temperature studies, flash photolysis 

shock tube technique, 80-91 
reaction mechanism, 226 

Kinetic isotope effect measurement for 
atmospheric methane budget studies 

accuracy, 397 
carbon kinetic isotope effect in principal 

sink process, 399-401 
chemical system, 393-394 
conditions for successful 

experiment, 396 
error vs. fractional conversions, 

394,395/ 
impact of kinetic isotope effect value 

on methane budget modeling, 401-403r 
kjk^ from ab initio perturbation 

molecular orbital theory, 399 
kjk^ from field measurements, 399 
precision, 397,399 
primary kinetic isotope effect in CH 4 + 

OH reaction, 402,404f,405 
reaction system design, 394-399 
secondary kinetic isotope effect vs. 

temperature, 397,398/ 
Kleinmann Low Nebula, sources for 

polyatomic molecules, 365 
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INDEX 433 

Laboratory ozone isotope measurements 
development, 159-160 
enhancement 
pressure dependence, 160,161/ 
temperature dependence, 160,162/* 

Large-curvature ground-state 
approximation, development, 21 

Laser-assisted separation and preparation 
of molecular isotopomers, 310-311 

Laser photolysis shock tube technique, See 
Rash photolysis shock tube technique 

Laser-stimulated selective reactions and 
synthesis of isotopomers 

isotopomer-selective photodissociations, 
322,324-330 

isotopomer-selective unimolecular 
processes, 312-323 

organometallic compounds, 311-312 
other techniques, 331 
selective isomerizations, Cp(CO)2FePHD 

vs. CpiCO^ePH,, 317,319-323 
selective vibrational high-overtone 

excitation, OD vs. OH, 312-318 
strategies, 311 

Least-action ground-state approximation, 
development, 21 

Lunar materials, oxygen isotopic 
composition, 139,14Qf 

M 

μ + Ç f t 
Arrhenius behavior, 131,132/ 
kinetic isotope effects, 131 
observed reaction rate, 130-131 
reaction, 130 
tunneling, 131 

μ + Η, 
Hj vs. D 2 experimental results, 120-122/ 
reaction conditions, 120-121 
reaction rates and Arrhenius parameters 

for μ and H, 121,122/ 
μ + ΗΧ 
abstraction reactions, 127-128 
halogen effect on kinetic isotope data, 

128-130 
kinetic data for Η and μ, 128,129/ 

μ + NO, kinetic isotope effects, 133 

μ + * 2 

Arrhenius behavior comparisons among 
halogens, 125,127 

experimental vs. calculated reaction 
rates, 125,126/ 

rate constants, activation energies, and 
kinetic isotope effects, 123,124/ 

reactions, 123 
tunneling, 123,125,126/ 

Mass, dependency of isotope effects, 139 
Mass-independent isotopic fractionations 
applications, 151-153 
non-ozone systems, 147-150 
O + CO, 147-149 
occurrence, 141,151-153 
ozone formation, 141-143 
state of knowledge, 150-151 
sulfur isotopes, 149-150 
symmetry effect, 143 
temperature effect, 143 
theoretical state-of-the-art, 143-147 

Mechanism, isotopic study of ozone 
formation, 167-179 

Metal carbonyls, spectroscopic probes of 
relaxation dynamics, 338-339 

Meteoritic materials, oxygen isotopic 
composition, 139,140/" 

Methane 
concentrations in atmosphere, 391/ 
importance, 390 
reaction with OH radicals, 390 
residence time in atmosphere, 391/ 
sources and carbon signatures, 400/ 
weighted averaging of methane sources 

and sinks using " C / 1 ^ ratios, 391,392/ 
Methyl radical 
ab initio calculations on Rydberg 3 s 

state, 297-298 
photochemistry studies, 297 

Methyl radical Rydberg 3 s predissociation 
dynamics 

CH 3 [1000H0000] level structure and 
dynamics, 307,308/ 

CHjD and CD 2H [0000] level structure and 
dynamics, 307-308 

dynamics of [0100] level of CD3,305-307 
experimental procedure, 299-300 
isotope effects on tunneling rates, 303-305 
Raman excitation profile of CD 3 

and CH3,300,302/ 
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434 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Methyl radical Rydberg 3 s predissociation 
dynamics—Continued 

resonance Raman S branch rotational 
structure of CD 3 and CH3,300,301/ 

rotational quantum number specific 
predissociation rates for CH 3 and 
CD3,300,303* 

rotationally specific excited state 
lifetime determination, 298-299 

Mixed behavior, reactions of atomic ions 
with H^ D 2 , and HD, 207,208/ 

Mode specificity, description, 264 
Molecular modeling techniques 
chemical dynamics of gas-phase 

reactions, 17 
quantitative treatment of kinetic isotope 

effects, 16 
Multiphoton ionization dynamics within 

(ci^OH^CKCO^ van der Waals clusters 
dynamical scheme, 350-352 
intracluster energy transfer, 352 
model heterocluster systems, rationale for 

selection, 337-340 
photoion yields 
ionization at 248 nm, 341-345/ 
ionization at 350 nm, 344,346/-348/ 
mass-resolved resonance-enhanced 

multiphoton ionization at 346-377 nm, 
347,349/350 

time-of-flight MS of Cr(CO)6-containing 
heteroclusters following multiphoton 
ionization, 340-341 

Muon interactions, validity of Bom-
Oppenheimer approximation, 112 

Muon spin rotation, 114-117 
Muonium 
comparison of properties with those of 

protium, deuterium, and tritium, 
112,113* 

form of hydrogen, 112 
reaction kinetics studies, 112-113 

Muonium kinetic isotope effects 
decay of muonium, 114-115 
formation of muonium, 114 
importance of studies, 114 
μ + CjH,, 130-132/ 
μ + Η ^ ) , 120-122*/ 
μ+ΗΧ, 127-130 
μ + ΝΟ, 133 
μ + Χ2,123-127 

Muonium kinetic isotope effects—Continued 
muon spin rotation technique, 114-117 
relative energies, 117-118 
time constraints, 114 
transition-state theory, 118-120 
tunneling, 118 

velocity of reactive particle, 118 

Ν 
Nearly Maxwellian, description, 227 
Ni-C 2 D 4 and Ni-C 2 H 4 , vibrationally 
mediated dissociations, 325-328 

N 0 3 reactions with atmospheric reduced 
sulfur compounds, mechanism studies 
using deuterium substitution, 97-99 

Nonequilibrium isotope effects 
complex-forming bimolecular and 

termolecular reactions, 7-9 
occurrence, 2 
simple bimolecular reactions, 5-7 

Non-mass-dependent isotope effects in 0 / 
formation 

bimolecular energy transfer reactions, 
214-215 

experimental procedure, 212 
heavy ozone production, 221-222 
ionization scheme effects, 221 
isotopically substituted 0 / ion signals vs. 

ionizing electron energy, intensity ratios, 
213,214/ 

02+ and 0 4

+ ion signal intensity vs. 
ionizing electron energy, 212,213/ 

permutation-inversion group analysis, 
215-217 

permutation-inversion symmetry analysis 
basic functions, 217-218 
electronic state correlation, 219-221 
Pauli-allowed wave functions, 218,219* 

states of separated diatoms, correlation 
with electronic states of collisions 
complex, 215/ 

Non-ozone systems, mass-independent 
isotopic fractionations, 147-150 

Ο 

0 + C H 2 D 2 

branching fraction vs. average kinetic 
energy, 240,241/ 
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INDEX 435 

Ο" + CKp2—Continued 
minimum-energy reaction pathway, 

240,242/ 
rate constant vs. energy, 240 
thermochemistry of O" reactions with 

isotopically substituted CH4,240,243/ 
0 4

+ production 
appearance potential, 210-211 
termolecular association rate determination, 

211-212 
two-step mechanism, 210 

Ο + C 2 D 2 and Ο + products, isotope 
effects on rate constants, 83,85/,86 

Ο + CO, mass-independent isotopic 
fractionations, 147-149 

Ο + Hj—> OH + Η, isotope effects on rate 
constants, 85/,87-9Qf 

0+H 2 (andD 2 andHD) 
branching products vs. average kinetic 

energy, 236,238/ 
mechanism, 236,239 
rate constants vs. temperature, 236,237/ 
reaction, 235-236 
rotational energy vs. temperature, 239 

0++HD 
branching fraction of OH* produced vs. 

average kinetic energy, 233,234/ 
kinetic energy vs. temperature, 234 
rate constant vs. average kinetic energy, 233 
rate constant vs. temperature, 233 
reaction, 232-233 
reactivity vs. potential, 233-234 
rotational energy vs. temperature, 234 

0" + N 2 0 
NO" production, contribution by individual 

NO" isotopes vs. temperature, 230-232 
oxygen exchange vs. temperature, 229-230 
rate constant vs. temperature, 229 
rotational energy vs. temperature, 232 

Ocean measurements, sulfur-containing 
compounds, 418-420/" 

OD and OH 
selective vibrational high-overtone 

excitation, 312-318 
vibrationally mediated dissociation, 

322,324/325 
OH and OD reactions with CH 3CN and 

CD 3CN, 101-104/ 
OH reactions with atmospheric reduced 

sulfur compounds, 95-99 

Optical measurements, procedure, 159 
Orbital angular momentum conservation, 

reactions of atomic ions with Hj, D 2, 
andHD, 196,198 

Organometallic isotopomers, vibrationally 
mediated dissociations, 322,324-330 

Oxygen isotopic composition of lunar, 
meteoritic, and terrestrial materials, 
139.14QT 

Ozone 
dissociation energy, 156 
electronic states, 163-165/ 
formation mechanism, 167-179 
formation reactions, 155 
heavy isotope enrichment, mechanism, 

156-165 
isotope ratios, 156 
loss processes, 156 
oxygen isotopic composition, 145-147 
symmetry-selective isotope effects, 160,162/ 

Ozone formation, mass-independent 
fractionation, 139,141-143 

Ρ 

Permutation-inversion symmetry group 
analysis, 04+ formation, 215-221 

Phase change, D-H fractionation mechanism 
in solar system, 375 

Photochemical reactions, isotope enrichment 
mechanisms, 264-277 

Photochemistry, D-H fractionation 
mechanism in solar system, 377 

Photochemistry of molecule, excited 
electronic state effect, 297 

Photodissociation 
hydrogen isotope effects, 74-78 
isotope substitution effect, 10-12 
small molecules, isotope effects, 3 

Photoionization lasers, multiphoton 
ionization, 341 

Photophysics, transition metal carbonyls, 
337-338 

Picosecond IR laser pulses with analytical 
shapes, induction of isotopomer-selective 
unimolecular processes, 312-323 

Polyatomic molecules, photofragmentation 
maps, 269-272 

Potential surface, HN 2 , 38,39/,41/ 
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436 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Predissociation dynamics of methyl radical, 
Rydberg 3 s, isotopic independence, 
297-308 

Primary isotope effect, definition, 119-120 
Protostar region, description, 359 

Q 

Quantum mechanical tunneling, transmission 
coefficient effects, 20-21 

R 

Rampsberger-Kassel-Marcus theory, 2 
Rayleigh distillation, D-H fractionation 

mechanism in solar system, 376 
Reactions involving isotopes 
average kinetic energy calculation, 227-228 
branching fraction measurement 

procedure, 227 
experimental materials and procedure, 

226-229 
importance of studies, 226 
0+CH 2D 2,239-243 
Ο" + Hj (and D 2 and HD), 235-239 
0"+N20,229-232 
0++HD, 232-235 
selected ion flow tube, 226-227 

Reagent excitation, isotope-specific 
photodissociation effect, 11 

Real-time isotopic distribution, 
measurements for sulfur-containing 
compounds using GC-MS-DLS, 421 

Recrossing, handling by variational 
transition-state theory, 20 

Reduced sulfur compounds 
reactions with CI, 99-101 
reactions with N03,97-99 
reactions with OH, 95-99 

Relative energies, muonium kinetic isotope 
effects, 117-118 

Resonance Raman excitation profiles, 
determination of rotationally specific 
exited-state lifetimes, 298-299 

Resonance Raman spectroscopy, structure 
and dynamics probe of excited electronic 
states, 298 

Rotational energy, reactions 
of atomic ions H 2 , D 2, and HD, 198 

Rotational line, intensity, 285 

Rotational temperature, reactions 
involving isotopes, 226-243 

Rydberg atoms, 181-182 
Rydberg electron transfer 
free electron model, 182-183 
properties of Rydberg atoms, 183r 
rate constants for free electron attachment, 

182-183 
Rydberg 3 s predissociation dynamics of 

methyl radical, isotopic independence, 
297-308 

Scattering calculations, HN 2 and DN2,39-40 
Secondary deuterium kinetic isotope effects, 

variational transition-state theory in 
reactions involving methane and 
chloromethane, 22-33 

Secondary isotope effect, definition, 120 
Selected ion flow tube 
experimental procedure, 226-227 
reactions involving isotopes, 226 

Selective isomerizations, Cp(CO)2FePHD vs. 
CpiCO^ePH^, 317,319-323 

Selective vibrational high-overtone 
excitation, OD vs. OH, 312-318 

Simple bimolecular reactions, 
nonequilibrium isotope effects, 5-7 

Small solar system bodies, observations of 
deuterium, 373-374 

Solar system 
deuterium, 369-387 
formation pathways, 378,379/ 

Spectroscopic probes of relaxation 
dynamics, metal carbonyls, 338-339 

Stabilization calculations, HN 2 and DN 2,40 
Stable isotope ratio measurements 
knowledge requirements, 138 
use as diagnostic probe, 138 

Stands) 
deuterium fractionation, 365 
formation, 365 
fractionation, 366 
surface chemistry, 365 

Star formation region, description, 359 
State-selected dissociation of 

trans-HONO(Â) and -DONO(Â) 
Â-state potential energy surface, 280-282 
advantages of system for study, 279 
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INDEX 437 

State-selected dissociation of 
rww-HONO(Â) and -DONO(Â)— 
Continued 

alignment of OD, 285-288/ 
alignment of OH, 285,285?/ 
alignment of OH (OD) fragment's 

half-filled 2ρπ orbital, 290,292/ 
experimental procedure and setup, 283,286/ 
fragmentation dynamics, 293,295 
future research, 295-296 
photofragment rotational alignment, 

283,285,286/ 
photofragmentation recoil velocity-

rotational angular momentum 
correlation, 290-294 

polarization effects, 285,287/ 
polarization vs. fragment Doppler profiles, 

291,293,294/ 
product polarization vs. recoil direction, 

291,292/ 
qualitative difference between Â-state 

potential energy surfaces of DONO 
and HONO, 282,284/ 

rotational energy distribution, 285,290 
vector analysis parameters, 293,294* 
vectorial parameters, 283,284/ 
vibrational modes of HONO, 280r 

Statistical behavior, reactions of atomic 
ions with Hj, D 2, and HD, 199-203 

Stratospheric ozone isotope measurements 
in situ MS measurements, 157,158/ 
optical measurements, 157,159* 
ozone sample collection, 157,159* 

Stratospheric ozone layer, research, 155 
Sulfur-containing compounds, determination 

in atmosphere and ocean using 
GC-MS-ILS, 409-421 

Sulfur isotopes, mass-independent isotopic 
fractionations, 149-150 

Surface catalysis, D-H fractionation 
mechanism in solar system, 377 

Surface chemistry, stars, 365 
Symmetry, isotope effects on CS 2 

formation, 189-191 
Symmetry-related isotope effects 
discovery, 9 
formation of 0 3 from Ο and 0 2 ,9 
mass independence, 9 
occurrence, 2-3 
origin, 2 

Symmetry-related isotope effects—Continued 
ozone, pathways, 160,162/ 
reactions, 9-10 

Τ 

Taurus molecular cloud 1, abundance 
ratios, 364i 

Temperature, effects on reactions 
involving isotopes, 226-243 

Termolecular association rate for 04* 
production, determination, 211-212 

Termolecular reactions, nonequilibrium 
isotope effects, 7-9 

Terrestrial materials, oxygen isotopic 
composition, 139,14Qf 

Terrestrial planets 
chemical evolution, 380,385 
hydrogen contents, 382i 
observations of deuterium, 370,372 

Thermochemical equilibrium, D-H 
fractionation mechanism in solar 
system, 376 

Time-of-flight mass spectrometry of 
Cr(CO)6-containing heteroclusters 
following multiphoton ionization 

experimental apparatus, 340-341 
photoionization lasers, 341 

Transition metal carbonyls, photophysics, 
337-338 

Transition-state theory 
description, 2 
muonium kinetic isotope effects, 

118-120 
Translational energy, reactions of atomic 

ions with Hj, D 2, and HD, 196,197/ 
Tunneling, muonium kinetic isotope 

effects, 118 

V 

van der Waals clusters containing M(CO)6, 
multiphoton ionization, 339-340 

van der Waals cluster research 
development of models of macroscopic 

molecule dynamics, 336 
energy disposal processes, 336-337 
relaxation processes, 337 
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438 ISOTOPE EFFECTS IN GAS-PHASE CHEMISTRY 

Variational transition-state theory for 
kinetic isotope effects 

•Cl" + CD3CI -> CD 3 *Q + CI", 27,29-30* 
*C1(D20)- + CH 3 Q -> CH3*C1 + Q(D20)-, 

30-33 
comparison to quantum 

dynamics, 20 
factorization of kinetic isotope 

effect, 22 
H + CD 3H - ί Η ^ CD3,22-28 
practical implementation, 19 
quantum mechanical tunneling effects on 

transmission coefficient, 20-21 
rate expression, 19 
recrossing, 20 

Velocity of reactive particle, muonium 
kinetic isotope effects, 118 

Vibrational adiabaticity, 
description, 21 

Vibrationally mediated dissociations 
HCo(CO)4 vs. DCo(CO)4, 328-330 
Ni -C 2 H 4 vs. Ni-C 2 D 4 , 325-328 
OH vs. OD, 322,324/,325 
organometallic isotopomers, 322,324-330 

Vibrational states, reactivity effects, 279-280 

W 

Water-acetonitrile cluster ions, isotope 
exchange reactions, 259f 

Water-ammonia cluster ions, isotope 
exchange reactions, 256-258/ 

Water clusters, isotope fractionation, 247-251 

Ζ 

Zero point energy effects, reactions of 
atomic ions with Hj, D 2, and HD, 198-200/ 
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